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Introduction
In order to evaluate the coexistence of 802.11y and 802.16 both operating in the 3650 MHz frequency band it is necessary to select a set of coexistence metrics which measure how well these two networks coexist in the band.  The choice of metrics is intended to uncover potential problems that could arise when these two networks share the same spectrum.  Members of 802.11, 802.16 and 802.19 are developing a document summarizing the simulation parameters used to evaluate the coexistence of these two networks [1].  This document is intended as a companion document that will describe the various coexistence metrics to be used in the simulations to evaluate the coexistence of these networks.
Background on Simulation

In order to give an accurate description of the coexistence metrics one must say a few words about how the simulation is to be designed.  After the design of the simulation is explained the definitions of the coexistence metrics will be given.

The simulation consists of two networks: an 802.11y network and an 802.16h network. Each network contains an access points (also called base stations) each with a set of client stations.  These networks are in close proximity to one another.  In a simplified model each network has only a single access point.  In the simplified model one of spatial simulation parameters is the distance between the 802.11y access point and the 802.16h access point.  That distances is fixed for a number of experiments.  
For each experiment client stations will be placed randomly within the coverage area of the respective networks.  For each of these experiments the simulation will be run for a fixed period of time.  Source data traffic is being simulated at the access points to be sent to the various clients and source data traffic is being simulated at the client stations to be sent to the access point.  The data traffic statistics are specified in [1].

Section 3 describes several sets of coexistence metrics. 

Coexistence Metrics
This section includes three sets of coexistence metrics. The first set of metrics deals with occupancy of the medium.  This gives and indication of what percentage of the time each network utilizes the medium and how often the medium goes unused.  The second set of metrics is focused on carrier sense multiple access (listen-before-talk) networks.  These metrics deal with hidden node and exposed node probabilities.  The fourth set of metrics deal with packet error rate. Finally, the last set of metrics deal with throughput and latency of the networks.

1.1 Medium Occupancy Metric
The time that each network occupies the medium can be used to measure fairness between the two networks and can also be used to measure efficiency of channel access. The medium occupancy metric is the percentage of time that each network is transmitting over the medium. This metric is straightforward to measure. It is calculated for each network by summing up the total transmission time of any station in that network and dividing by the total simulation time.

This medium occupancy metric is summarized in Table 1.

	Coexistence Metric
	Definition

	Medium Occupancy
	For each network it is the total time that that network is transmitting divided by the total simulation time


Table 1: Medium Occupancy Coexistence Metric

1.2 Hidden Node and Exposed Node Metrics

These metrics are intended to measure the effectiveness of the clear channel assessment (CCA) in a carrier sense multiple access (CSMA) wireless network.  First we must define several terms.  Clear channel assessment (CCA) is a process at wireless station that tests the state of the medium prior to a transmission.  CCA tests the state of the medium and reports either True or False.  True indicates that CCA decided that the medium is clear for transmission, and hence the medium is Idle.  False indicates that CCA decided that the medium is not clear for transmission, and hence the medium is Busy.  We define the following two events related to CCA.  The event that 802.11y performs CCA is indicated as CCAy.  If CCAy is True then the channel is Idle, if it is False then the channel is clear. Similarly we define CCAh for the case when 802.16h performs CCA.

Next we need to define the concept of significant interference (See [2]).  Let us say that 802.11y is performing CCA.  Then we say that there is significant interference at a station in 802.16h network if the 802.11y station performing CCA transmits and that transmission causes enough interference at an 802.16h station that is currently receiving a message that the message is corrupted and hence not received.  We indicate this significant interference event as SIH (Significant interference at the 802.11h network).  Similarly, if the ongoing 802.16h transmission would interfere with the transmission form the 802.11y transmission from the station performing CCA at its intended destination we refer to that event at SIY.  Given these definitions we can now define hidden probability and exposed node probability.
When 802.11y performs CCA, the probability of a hidden node event is the probability that CCA decides that the medium is Idle however the resulting transmission causes significant interference at the 802.16h network,
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Similarly the hidden node even when 802.16h performs CCA is the event that CCAy is true while there is significant interference at 802.11y,
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The probability of an exposed node event is the probability that CCA decides that the medium is Busy however, if the station had transmitted the resulting transmission would not have causes significant interference at the 802.16h network and the transmission itself would have be successfully received since there would not have been significant interference at the intended receiver.  When 802.11y performs CCA this event is given by,
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Similarly when 802.16h performs CCA this event is given by,
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These probabilities are calculated by running a simulation for a period of time and calculating the number of times these events occur divided by the number of CCA attempts.  It is sometimes useful to measure the probability of these events at specific stations since it can vary from station to station.  One can also average across all the stations in the network performing CCA to obtain an average.
1.2.1 Additional Hidden Node Metrics (Optional)
The hidden node event can be divided into several sub-events.  From these definitions we can define new hidden node probabilities.  Implementation of these hidden node probability metrics is optional.  The four possible hidden node events are,

1. 802.11y performs CCA, does not detect 802.16h and the 802.16h transmission is corrupted
2. 802.11y performs CCA, does not detect 802.16h, and the 802.11y transmission is corrupted

3. 802.16h performs CCA, does not detect 802.11y, and the 802.11y transmission is corrupted

4. 802.16h performs CCA, does not detect 802.11y, and the 802.16h transmission is corrupted

Of these four cases, numbers 1 and 3 are covered in the previous section. So in this section we add numbers 2 and 4.  These new (optional) coexistence metrics are as follows.  When 802.11y performs CCA the additional hidden node probability is given by,
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Similarly when 802.16h performs CCA the additional hidden node probability is given by,
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1.3 Packet Error Rate Metrics

For each experiment there are N  links between the access point (either 802.11y or 802.16h) and the client stations.  The downlink traffic flows from the access point to the clients and the uplink data flows from the clients to the access point.  For each experiment we define the following parameters for each of the two networks,

· The uplink packet error rate (PER)
· The downlink packet error rate (PER)

For a given link, in either the uplink or downlink direction, the packet error rate is the number of packets that are not successfully received (i.e. packet error) at the destination divided by the number of packets that were transmitted.  The model used in the simulation for deciding on whether a packet is in error is described in Section 3.3.1.
These two parameters are random variables that depend on the random placement of the client station.  So for each experiment we have a probability density function for each of these two random variables.  We then run M experiments, in each experiment randomly placing the clients.  So these random variables have a distribution over the number of experiments and multiple clients in each experiment.  We summarize these random variables as follows,

	PERUL
	Uplink packet error rate

	PERDL
	Downlink packet error rate


Table 2: Notation for packet error rate

Given these two random variables we can define the coexistence metrics.  We are interested in averages of these random variables since that gives an indication of average coexistence effects.  However, we are not only interested in averages since averaging can hide some interference effects on individual clients. In order to measure these types of effects we need to consider the tail probabilities of these random variables.  In other words we need to measure the packet error rate value at which a certain percentage of the stations have that packet error rate.

 In order to measure both average values and these tail probabilities we will use the cumulative distribution function of these four random variables.  Let FX(x) be the cumulative distribution function of the random variable X.  We will use for coexistence metrics the 10%, 50% and 90% value of these for distributions.  These are represented as F-1(0.1), F-1(0.5) and F-1(0.9) for the four random variables, where F-1() is the inverse of the cumulative distribution function. The 50% value is called the median.

For the packet error rate it is useful to focus not only on the median value but also the 90% value, since that is the PER value at which 90% of the all stations have a PER of less than that value.

	Median Uplink PER

	Median Downlink PER

	90% Uplink PER

	90% Downlink PER


Table 3: Packet Error Rate Coexistence Metrics

1.3.1 Modeling Packet Error Rate

Modeling of the packet error shall be done according to document number 802.19-08/0012r0.
1.4 Throughput and Latency Metrics

For each experiment there are N  links between the access point (either 802.11y or 802.16h) and the client stations.  The downlink traffic flows from the access point to the clients and the uplink data flows from the clients to the access point.  For each experiment we define the following four parameters for each of the two networks,

· The uplink throughput for each of the N links in the network
· The downlink throughput for each of the N links in the network

· The uplink latency (from top-of-the-MAC to top-of-the-MAC) for each of the N links in the network

· The downlink latency (from top-of-the-MAC to top-of-the-MAC) for each of the N links in the network

These four parameters are random variables that depend on the random placement of the client station.  So for each experiment we have a probability density function for each of these four random variables.  We then run M experiments, in each experiment randomly placing the clients.  So these random variables have a distribution over the number of experiments and multiple clients in each experiment.  We summarize these random variables as follows,

	TPUL
	Uplink throughput

	TPDL
	Downlink throughput

	LUL
	Uplink latency

	LDL
	Downlink latency


Table 4: Notation for throughput and latency
Just as was described in the previous section, the percentiles of the throughput and latency can be found from the respective cumulative distribution functions.
For throughput it is useful to focus not only on the median value but also the 10% value, since that is the throughput value at which 90% of the all stations exceed that throughput.  Therefore, only 10% of the stations have a throughput less than the 10% throughput value.

For latency it is useful to focus not only on the median value but also the 90% value, since this is the latency value at which 90% of the stations have a latency that is less than this value.  Therefore, only 10% of the stations have a latency more than the 90% latency value.
We calculate these metrics for both the uplink and downlink for each network.

The throughput and latency coexistence metrics are summarized in Table 5.
	Median Uplink throughput

	Median Downlink throughput

	Median Uplink latency

	Median Downlink latency

	10% Uplink throughput

	10% Downlink throughput

	90% Uplink latency

	90% Downlink latency


Table 5: Throughput and Latency Coexistence Metrics
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