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2. Introduction
The IEEE 802.22 WRAN system operates in the VHF/UHF TV bands using cognitive radio technologies. It coexists with public analog and digital TV receivers and other license-exempt devices such as wireless microphones and it should not bring interference to them. In this document, we suggest one Incumbent signal detection scheme without WRAN service interruption to improve its performance while it meets the functional requirements of the WRAN system，i.e. orthogonal interference detection technology (OIST). With this method we can detect co-channel signals of other incumbent user systems without scheduling and inserting quiet periods and channel estimation.
As shown in Figure 1, in the WRAN system which is based on OFDM technology, 
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 is the received symbol at time i and on the kth subcarrier; 
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 is the interference signal at time i and on the kth subcarrier.
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Figure 1    Interference detection in OFDM system
When the interference exists, the received signal in frequency domain can be depicted as:
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Without considering the interference, the above equation can be modified as:
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                                                                           (2)
In most WRAN scenarios, the schemes proposed herein can be assumed to work in static or quasi-static channels. Within the coherence time and the coherence bandwidth, 
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can be regarded as a constant. Then 
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can be noted simply as 
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3. OIST detail Description
The orthogonal interference detection is using two received symbols selected with a certain rule .These two symbols should be in the same coherence time and coherence bandwidth. As an example, we can select two consecutive symbols on the kth sub-carrier, 
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 for interference detection. An alternative way is to select two symbols from adjacent sub-carriers at the same time, 
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 or two symbols from different sub-carriers and in different time slots, if only they are in the same coherence time and coherence bandwidth. Without loss of generality, here we can select two consecutive symbols on the same sub-carrier.
Assume a signal vector (
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For any signal vector (
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When interference and noise exist, we can process correlation operation with received signal as formula below:
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When there is no interference, we can also process correlation operation with received signal as:
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Comparing formula (5) to (6), it will be shown after orthogonal operation that there exist correlation term of interference and noise in formula (5), but in formula (6) there only exist correlation term of noise. Assuming signal 
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, noise and interference are not correlative with each other, with (5) and  (6) we can distinguish whether interference exists with energy detection. For the supposition that interference exist, we can consider that interference signal and noise signal are all complex normal distribution stochastic process (just different in variance or power). Then formula (5) obeys the Gaussian distribution whose mean value is 0 and variance is
[image: image29.wmf])

)(

|

|

|

(|

2

2

2

1

,

2

,

n

I

j

k

j

k

X

X

o

o

+

+

+

. For the supposition that interference does not exist, formula (6) obeys the Gauss distribution which mean value is 0 and variance is
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. Transformed formula (5) and (6), we can get a binary hypothesis detection that obeys the Chi-square distribution with freedom of 2. Formula (8) obeys the Chi-square distribution with freedom of 2, and the back function of (7) obeys the Chi-square distribution with freedom 2 too.
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H0：

[image: image32.wmf]2

2

2

1

,

2

,

1

,

1

,

,

,

2

2

2

1

,

2

,

1

,

1

,

,

,

)

|

|

|

(|

X

n

X

n

)

|

|

|

(|

Q

Y

Q

Y

n

j

k

j

k

i

k

i

k

i

k

i

k

n

j

k

j

k

i

k

i

k

i

k

i

k

X

X

X

X

o

o

+

+

+

´

-

+

´

＋

＋

＋

＋

＋

＝

＋

                                            (8)
[image: image33.png]-

0z

0w

o

0.4

0w

04

o

0

004

0w

@)Distribution

MDistribution

[ T =

3

E]




Figure 2 Binary hypothesis signal detection distribution probability 
So, we can get that the detect threshold is relative with
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. Formula (8) is a Chi-square distribution, but formula (7) is a Chi-square distribution multiplied by INR. In the figure, when INR become bigger, the mean value of (7) (i.e. power) is obviously bigger than that of (8). This characteristic can ensure high detection probability and low false alarm probability. At this supposition, we can judge whether interference exits or not. 

In realization, making certain the threshold is very important. Given signal (
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) is already given. Assuming interference signal and noise signal are all complex normal distribution stochastic process, and so, as linear combination of two complex normal distribution stochastic process, formula (6) is also complex normal, and square of its modulus obeys 
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Interference detection threshold can be determined by the probability of detection required, and can be derived by the following formula:

P(
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Herein, Pdetection is the probability of detection, H1 denotes the condition of interference existing, 
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Table 1   Detection threshold for vary detection probability
and number of detection point
	Number of    detection  point
detection probability
	1
	2
	4
	8
	16
	32
	64 
	128
	256
	512
	1024

	90 %
	2.7
	4.6
	7.8
	13.4
	23.5
	42.6
	78.9
	148.9
	285.4
	553.4
	1082.4



	99%
	6.6
	9.2
	13.3
	20.1
	32.0
	53.5
	93.2
	168.1
	311.6
	589.4
	1132.2




Table 1 shows thresholds of Chi-square distributions for different freedom when detection probabilities are 90% and 99% respectively.

Also, detection threshold can be determined by the probability of false alarm and can be derived as following:

P(
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Herein, Palarm is the probability of false alarm, H0 denotes the condition of interference existing, 
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Table 2   Detection threshold for vary false alarm probability and number of detection point
	Number of detection  point
false alarm probability
	1
	2
	4
	8
	16
	32
	64 
	128
	256
	512
	1024

	0.1%
	10.8
	13.8
	18.5
	26.1
	39.3
	62.5
	104.7
	183.2
	331.7
	616.6
	1169.6



	1%
	6.6
	9.2
	13.3
	20.1
	32.0
	53.5
	93.2
	168.1
	311.6
	589.4
	1132.2




Table 2 shows thresholds of Chi-square distributions for different freedom when false alarm detection probabilities are 0.1% and 1% respectively. 
So, for given (
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When 
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 (9) 
we can judge that interference exists, otherwise not.

To increase reliability of the detection judgment, we can average the outcomes from multiple judgments for a single detection.

Using data of N different time slots to form N-1 group of signal vectors, every group of signal vectors is composed of two consecutive symbols. Then, it can be used to determine existence of the interference using the following formula:
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 (10.a) 
When this comes true, it can be determined that interference exist.
In this multi-group case, two symbols in one group must be in the same coherence time, but the symbols in different groups do not need to satisfy this condition.

Using data of N different sub-carriers to form (N-1) groups of signal vectors, every group of signal vector is composed of two adjacent sub-carriers, then it can be used to determine existence of the interference using the following formula:
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 (10.b) 
When this comes true, it can be determined that interference exists.
In this multi-group case, two symbols in one group must be in the same coherence bandwidth, but the symbols in different groups do not need to satisfy it. We can select a number of the groups if only detection probability demand is satisfied. It is recommended that 5 groups of signal be selected.

3.1 Interference Detection with Pilot
The characteristics of pilot signals are predetermined by their locations of time slots and sub-carriers and types of modulation. So, pilot formats can be used for interference detection.
In common words, pilot is a fixed symbol “1” modulated by BPSK, this is adopted currently by most OFDM systems. But, meanwhile, pilot can be also sequent symbol “1” and “-1” modulated by BPSK in some other OFDM systems. 
For fixed symbol “1”, i.e. all 
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 at location of pilot are “1”, and symbols to be send is (1 1), correspondingly, the orthogonal signal vector is (1 -1). Choose two symbols 
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 on adjacent pilot, corresponding orthogonal operation is 
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 in different groups, the same distribution is satisfied, and so with the same threshold. Assuming T(1,1) is the threshold, it can be derived from the following formula: 
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For fixed sequent symbol “1” and “-1”, i.e. all 
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 at location of pilot are alternatingly “1” and “-1”, and symbols to be send is (1, -1), correspondingly, the orthogonal signal vector is (1, 1). Choose two symbols 
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 on adjacent pilot, corresponding orthogonal operation is
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 in different groups, the same distribution are satisfied, and so with the same threshold. Assuming T(1,1) is the threshold, it can be derived from the following formula:
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3.2 Interference Detection with Traffic Data
Besides using pilot for interference detection, traffic data can be also used. Traffic data distributed all over the time-frequency structure. So, merit of using traffic data for interference detection is more and more sample point can be used. Combining decoding, we can use orthogonal detection for interference detection using traffic data. 
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Figure 3    Interference detection in receiver
For convenience, only necessary modules of interference detection .in the receiver are provided. Other depict are the same as 3.2.1.1.
Having received signal, FFT will be first operated, pay attention that channel estimation is not necessarily for interference detection. According to requirement of detection, symbols 
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 in corresponding locations will be buffered for consequent interference detection.
On the other hand, after OFDM demodulation and decoding (including de-interleaving, de-scramble etc.), if correctness can be affirmed, data output of decoding module can be coded again (including interleave, scramble etc.), and then, signal being modulated (
[image: image64.wmf]i
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) by transmitter can be attained again. Combining interference detection method mentioned in section 3.2.1.1, we can detect if interference signal exist. If errors are found in decoding procedure, approximate PER (Packet Error Ratio) can be calculated. If PER exceed a given threshold, interference can be deemed to be of existence, and then BS may schedule quiet period for interference detection. 
Combining with decoding result, frequency of interference detection can be reduced, resource of system can be saved, and system efficiency can be increased; on the other hand, requirement of detection probability can be satisfied through this detection algorithm. Simulation results are given as the following figures. 
[image: image65.emf]-300 -200 -100 0 100 200 300

0

0.2

0.4

0.6

0.8

1

Orthogonal Detection  INR=30dB

subcarrier number

detction probability

-300 -200 -100 0 100 200 300

0

0.2

0.4

0.6

0.8

1

Accumulative Orthogonal Detection INR=30dB

subcarrier number

detction probability


Figure 4  Detection probability with INR=30dB
As shown in Figure 4, detection probabilities under INR=30dB of the algorithm are illustrated. These are acquired on an OFDM simulation platform. Herein, the upper figure illustrates the detection effect of the formula (9), and the lower one illustrates effect of formula (3.10a) with average of 8 groups of symbols. The abscissa represents number of sub-carriers, the ordinate represents detection probability.
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Figure 5  Detection probability with INR=25dB
As shown in Figure 5, detection probabilities under INR=25dB of the algorithm are illustrated, these are acquired on an OFDM simulation platform. Herein, the upper figure illustrates the detection effect of the formula (9), and the lower one illustrates effective of formula (3.10a) with average of 8 groups of symbols. The abscissa represents number of sub-carriers, the ordinate represents detection probability.
In the following figures, only INRs are different, other conditions are same. 
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Figure 6  Detection probability with INR=20dB
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Figure 7  Detection probability with INR=15dB
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Figure 8  Detection probability with INR=10dB
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Figure 9  Detection probability with INR=7.5dB
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Figure 10  Detection probability with INR=5dB
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Figure 11  Detection probability with INR=0dB
4. Conclusion

Our algorithm has the following advantages:

1. This algorithm doesn’t need channel estimation;

2. This algorithm can detect interference on the base of different precision. For example, when we select data on one sub-carrier, we can take sub-carrier as granularity to detect interference signals. When we select data in the same time, we can detect instantaneous interference in one OFDM symbol. 

3. In addition, this algorithm can select several groups of data, which could increase correctness of detection. It will be shown in latter simulation;

4. This algorithm needn’t interrupt current communications. Data communication and interference detection can process at the same time. 

Our algorithm need knows the transmitted data. Hence we must combine algorithm with system realizations. If detection process joint with decoding process, the detection creditability will increase obviously.

This detection method has a inherent defect: for the two supposition that interference exits or not, corresponding distributions both are Chi-square distribution with only different freedom. In theory, the detection probability of this method is very low. Illustrated in the following figure, when false alarm probability is fixed and the interference power (or INR) increases, the distribution curve (the green curve) will move rightward, which means the mean value and variance both increase. It is obviously that in the area [0, threshold], the probability of miss (probability of miss =1-detection probability) will not significant reduces with the increase of INR (compare to the detection of normal distribution). Based on the result of the following simulation, the increase of detection probability is very slow with the increase of INR.
[image: image73.png]Distribution without Interference

Distrbution with Inteference
[ZZZ7 False Marn hrea
Wiss Detection Ares

& Tnterference Power Tncreaze
(IR Tnersase)





Figure 12 Binary hypothesis signal detection distribution probability for various INRs
Abstract





In this contribution, one incumbent signal detection scheme, orthogonal interference detection technology (OIST), which can detect incumbent signals without WRAN service interruption is proposed to improve system performance while  the functional requirements of the WRAN systems are met. With this method we can detect co-channel signals of other incumbent user systems without scheduling and inserting quiet periods and channel estimation. Some simulation results are suggested.
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