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6. MAC Common Part Sublayer

6.8.1 Authentication tuples 

An authentication tuple shall be the last item in identified management messages. When no authorization is negotiated between a CPE and a BS as an authorization policy, all authentication tuples (i.e., CMAC-Tuple, HMAC-Tuple, and short HMAC-Tuple) shall be omitted from MAC management messages unless otherwise required by the negotiated authorization policy support (see 11.8.4.2). 
6.8.1.1 HMAC

This parameter contains the HMAC Key Sequence Number concatenated with an HMAC-Digest used for message authentication. The HMAC Key Sequence Number is stored in the four least significant bits of the first byte of the HMAC Tuple, and the most significant four bits are reserved.
This parameter contains the HMAC Key Sequence Number concatenated with an HMAC Digest used for message authentication. The HMAC Key Sequence Number is stored in the 4 LSBs of the first byte of the HMAC Tuple, and the 4 MSBs are reserved. The HMAC-Tuple attribute format is shown in Table (HMAC Tuple Definition) and Table (HMAC Tuple Value Field). When PKM is disabled, the content of this field shall be ignored and the message considered authenticated.
Table 34 - HMAC definition

	Element ID
	Length

(bytes)
	Value
	Scope

	149
	21
	See Table HMAC value field
	DSx-REQ, DSx-RSP, DSx-ACK, REG-REQ, REQ-RSP, RES-CMD, DREG-CMD, RFTP-CPLT


Table 35 — HMAC value field

	Field
	Length

(bits)
	Notes

	Reserved
	4
	

	HMAC Key Sequence Number
	4
	

	HMAC-Digest
	160 bits
	HMAC with SHA-1


6.8.1.2 CMAC Tuple 

The CMAC Tuple attribute format is shown in Table (CMAC Tuple Definition and Table (CMAC Tuple Value). A message received, that contains an CMAC Tuple, shall not be considered authentic if the length field of the tuple is incorrect, or if the locally computed value of the digest does not match the digest in the message.

NOTE—It would be appropriate for a MIB to increment an error count on receipt of a non-authentic message so that management can detect an active attack.

Table – CMAC Tuple Definition

[image: image1.emf]
REMOVE ALL MOB_X_X messages – Messages such as Mobile Sleep Request (MOB_SLP_REQ) are specific to 802.16e 
Table – CMAC Tuple Values

[image: image2.emf]
The CMAC tuple is added to the RNG-REQ message only during handover, secure location update or network re-entry from idle mode. This tuple shall be included in the messages if the CPE and the BS share a valid AK.

6.8.1.3 Short-HMAC tuple 
This parameter contains the HMAC Key Sequence Number concatenated with an HMAC Digest used for message authentication. The HMAC Key Sequence Number is stored in the 4 LSBs of the first byte of the HMAC Tuple, and the 4 MSBs are reserved. The HMAC Tuple attribute format is shown in Table (Short HMAC Tuple Definition) and Table (Short HMAC Tuple Values).

Table – Short HMAC Tuple Definition

[image: image3.emf]
REMOVE ALL MOB_X_X messages – Messages such as Mobile Sleep Request (MOB_SLP_REQ) are specific to 802.16e 
Table – Short HMAC Tuple Values

[image: image4.emf]
6.9.28   Privacy Key Management (PKM) Messages (PKM-REQ/RSP)

PKM employs two MAC message types: PKM Request (PKM-REQ) and PKM Response (PKM-RSP), as described in Table 208.

Table 208— PKM MAC messages

	Type Value
	Message name
	Message description

	9
	PKM-REQ
	Privacy Key Management Request [CPE -> BS]

	10
	PKM-RSP
	Privacy Key Management Response [BS -> CPE]


These MAC management message types distinguish between PKM requests (CPE–to–BS) and PKM responses (BS–to–CPE). Each message encapsulates one PKM message in the Management Message Payload.

PKM protocol messages transmitted from the CPE to the BS shall use the form shown in Table 209. They are transmitted on the CPEs Primary Management Connection.

Table 209 — PKM-REQ message format

	Syntax
	Size
	Notes

	PKM-REQ_Message_Format() {
	
	

	Management Message Type = 9
	8 bits
	

	Code
	8 bits
	Identifies the type of PKM packet. When a packet is received with an invalid Code, it shall be silently discarded. The code values are defined in Table 211.

	PKM Identifier
	8 bits
	A CPE uses the identifier to match a BS response to the CPE’s requests.

The CPE shall increment (modulo 256) the Identifier field whenever it issues a new PKM message.

A “new” message is an Authorization Request or Key Request that is not a retransmission being sent in response to a Timeout event. For retransmissions, the Identifier field shall remain unchanged.

The Identifier field in Authentication Information messages, which are informative and do not effect any response messaging, shall be set to zero. The Identifier field in a BS’s PKM-RSP message shall match the Identifier field of the PKM-REQ message the BS is responding to. The Identifier field in TEK Invalid messages, which are not sent in response to PKM-REQs, shall be set to zero. The Identifier field in unsolicited Authorization Invalid messages shall be set to zero.

On reception of a PKM-RSP message, the CPE associates the message with a particular state machine (the Authorization state machine in the case of Authorization Replies, Authorization Rejects, and Authorization Invalids; a particular TEK state machine in the case of Key Replies, Key Rejects, and TEK Invalids).

A CPE shall keep track of the identifier of its latest, pending Authorization Request. The CPE shall discard Authorization Reply and Authorization Reject messages with Identifier fields not matching that of the pending Authorization Request.

A CPE shall keep track of the identifiers of its latest, pending Key Request for each SA. The CPE shall discard Key Reply and Key Reject messages with Identifier fields not matching those of the pending Key Request messages.

	Encoded Attributes
	variable
	PKM attributes carry the specific authentication, authorization, and key management data exchanged between client and server. Each PKM packet type has its own set of required and optional attributes. Unless explicitly stated, there are no requirements on the ordering of attributes within a PKM message. The end of the list of attributes is indicated by the Length field of the MAC PDU header.

	}
	
	


PKM protocol messages transmitted from the BS to the CPE shall use the form shown in Table 210. They are transmitted on the CPEs Primary Management Connection.

Table 210— PKM-RSP message format

	Syntax
	Size
	Notes

	PKM- RSP_Message_Format() {
	
	

	Management Message Type = 10
	8 bits
	

	Code
	8 bits
	Table 209

	PKM Identifier
	8 bits
	Table 209

	Encoded Attributes
	variable
	Table 209

	}
	
	


Table 211— PKM message codes

	Code
	PKM message type
	MAC Management Message Name

	0-2
	reserved
	

	3
	PKM RSA-Request
	PKM-REQ

	4
	PKM RSA-Reply
	PKM-RSP

	5
	PKM RSA-Reject
	PKM-RSP

	6
	PKM RSA-Acknowledgement
	PKM-REQ

	7
	PKM EAP Start
	PKM-REQ

	8
	PKM EAP-Transfer
	PKM-REQ/PKM-RSP

	9
	PKM Authenticated EAP-Transfer
	PKM-REQ/PKM-RSP

	10
	PKM SA TEK Challenge
	PKM-RSP

	11
	PKM SA TEK Request
	PKM-REQ

	12
	PKM SA TEK Response
	PKM-RSP

	13
	PKM Key-Request
	PKM-REQ

	14
	PKM Key-Reply
	PKM-RSP

	15
	PKM Key-Reject
	PKM-RSP

	16
	PKM SA-Addition
	PKM-RSP

	17
	PKM TEK-Invalid
	PKM-RSP

	18
	PKM Group-Key-Update-Command
	PKM-RSP

	19
	PKM EAP Complete
	PKM-RSP

	20
	PKM Authenticate EAP Start
	PKM-REQ

	21
	PKM Auth Invalid
	PKM-RSP

	22
	PKM Auth Info
	PKM-REQ

	23—255
	reserved
	


Formats for each of the PKM messages are described in the following subclauses.

6.9.28.1 PKM RSA-REQ

A client CPE sends a PKM RSA-Request message to the BS in order to request mutual authentication in the RSA-based authorization.

Code: 3

Table 212— PKM RSA-Request attributes

	Attribute
	Contents

	CPE_Random 
	A 64-bit random number generated in the CPE 

	CPE_Certificate 
	Contains the CPE s X.509 user certificate 

	SAID 
	CPE s primary SAID equal to the Basic CID 

	SigCPE 
	An RSA signature over all the other attributes in the message 


The CPE-certificate attribute contains an X.509 CPE certificate (see 7.6 xxx) issued by the CPE s manufacturer. The CPE s X.509 certificate is as defined in 6.3.2.3.9.2 xxx.

The SigCPE indicates an RSA signature over all the other attributes in this message, and the CPE’s private key is used to make an RSA signature.

6.9.28.2 PKM RSA-Reply

Sent by the BS to a client CPE in response to a PKM RSA-Request message, the PKM RSA-Reply message contains an encrypted pre-PAK, the key s lifetime, and the key s sequence number. The pre-PAK shall be encrypted with the CPE s public key. The CPE_Random number is returned from the PKM RSA-Request message, along with a random number supplied by the BS, thus enabling assurance of key liveness. 

Code: 4

Table 213— PKM RSA-Reply attributes

	Attribute
	Contents

	CPE_Random 
	A 64-bit random number generated in the CPE 

	BS_Random 
	A 64-bit random number generated in the BS 

	Encrypted pre-PAK 
	RSA-OAEP-Encrypt(PubKey(CPE), pre-PAK | CPE MAC Address) 

	Key Lifetime 
	PAK Aging timer 

	Key Sequence Number 
	PAK sequence number 

	BS_Certificate 
	Contains the BS’s X.509 certificate 

	SigBS 
	An RSA signature over all the other attributes in the message 


The SigBS indicates an RSA signature over all the other attributes in this message, and the BS’s private key is used to make an RSA signature.

6.9.28.3 PKM RSA-Reject

The BS responds to a CPE’s authorization request with an PKM RSA-Reject message if the BS rejects the CPE’s authorization request.

Code: 5

Table 214— PKM RSA-Reject attributes

	Attribute
	Contents

	CPE_Random 
	A 64 bit random number generated in the CPE 

	BS_Random 
	A 64 bit random number generated in the BS 

	Error-Code 
	Error code identifying reason for rejection of authorization request 

	BS_Certificate 
	Contains the BS s X.509 certificate 

	Display-String (optional) 
	Display string providing reason for rejection of authorization request 

	SigBS 
	An RSA signature over all the other attributes in the message 


The Error-Code and Display-String attributes describe to the requesting CPE the reason for the RSA-based authorization failure.

The SigBS indicates an RSA signature over all the other attributes in this message, and the BS’s private key is used to make an RSA signature.

6.9.28.4 PKM RSA-Acknowledgement

The CPE sends the PKM RSA-Acknowledgement message to BS in response to a PKM RSA-Reply message or a PKM RSA-Reject message. Only if the value of Auth Result Code is failure, then the Error-Code and Display-String can be included in this message. 

Code: 6

Table 215— PKM RSA-Acknowledgement attributes

	Attribute
	Contents

	BS_Random 
	A 64 bit random number generated in the BS 

	Auth Result Code 
	Indicates result (Success or Failure) of authorization procedure. 

	Error-Code 
	Error code identifying reason for rejection of authorization request 

	Display-String (optional) 
	Display string providing reason for rejection of authorization request 

	SigCPE 
	An RSA signature over all the other attributes in the message 


The SigCPE indicates an RSA signature over all the other attributes in this message, and the CPE’s private key is used to make an RSA signature.

6.9.28.5 PKM EAP Start

In the case of EAP re-authentication HMAC Digest/CMAC Digest and Key Sequence Number attributes shall be included. At initial EAP authentication, these attributes are omitted. 

Code: 7

Table 216 — PKM EAP Start attributes

	Attribute
	Contents

	Key Sequence Number 
	AK sequence number 

	HMAC Digest/CMAC Digest 
	Message digest calculated using AK


6.9.28.6 PKM EAP Transfer

When a CPE has an EAP payload received from an EAP method for transmission to the BS or when a BS has an EAP payload received from an EAP method for transmission to the CPE, it encapsulates it in a PKM EAP Transfer message. In the case of re-authentication, HMAC Digest/CMAC Digest and Key Sequence Number attributes shall be included. 

Code: 8

Table 217 — PKM EAP Transfer attributes

	Attribute
	Contents

	EAP Payload 
	Contains the EAP authentication data, not interpreted in the MAC 

	Key Sequence Number 
	AK sequence number 

	HMAC Digest/ CMAC Digest 
	Message Digest calculated using AK 


The EAP Payload field carries data in the format described in section 4 of RFC 3748.

6.9.28.7 PKM Authenticated EAP Transfer

This message is used for Authenticated EAP-based authorization (if this was specified by Authorization Policy Support negotiated in the SBC-REQ/RSP exchange). Specifically, when a CPE or BS has an EAP payload received from an EAP method for transmission after an authentication established EIK, it encapsulates the EAP payload in a PKM Authenticated EAP Transfer message. 

Code: 9

 Table 218 — PKM Authenticated EAP Transfer attributes

	Attribute
	Contents

	Key Sequence Number 
	PAK Sequence Number (optional) 

	EAP Payload 
	Contains the EAP authentication data, not interpreted in the MAC 

	HMAC/CMAC Digest 
	Message Digest calculated using EIK 


The EAP Payload field carries EAP data in the format described in RFC 3748 

The CMAC-Digest s or HMAC Digest s attribute shall be the final attribute in the message s attribute list.

Inclusion of the CMAC or HMAC Digest allows the CPE and BS to cryptographically bind previous authorization and following EAP authentication by authenticating the EAP payload. The key for the CMAC Value or HMAC Digest is derived from the EIK.

PAK Sequence Number attribute carries PAK sequence number only if CPE and BS negotiate Authenticated EAP after RSA mode.

6.9.28.8 PKM SA-TEK-Challenge

The BS transmits the PKM SA-TEK-Challenge message as a first step in the 3-way SA-TEK handshake at initial network entry and at reauthorization. The BS shall send this message to the CPE after finishing authorization procedure(s) selected by the negotiated Authorization Policy Support included in the SBC-REQ/RSP messages. It identifies an AK to be used, and includes a random number challenge to be returned by the CPE in the PKM SA-TEK-Request message. 

Code: 10

Table 219 — PKM SA-TEK-Challenge attributes

	Attribute
	Contents

	BS_Random 
	A freshly generated random number of 64 bits. 

	Key Sequence Number 
	AK sequence number 

	AKID 
	AKID of the AK (this is the AKID of the new AK in the case of re-authentication) 

	Key lifetime 
	PMK lifetime, this attribute shall include only follows EAP-based authorization or EAP-based re-authorization procedures 

	HMAC/CMAC Digest 
	Message authentication digest for this message 


The HMAC Digest attribute or the CMAC-Digest attribute shall be the final attribute in the message’s attribute list.

Inclusion of the HMAC Digest or the CMAC-Digest allows the CPE and BS to authenticate a PKM SA-TEK-Challenge message. The HMAC or the CMAC authentication keys are derived from the AK.

6.9.28.9 PKM SA-TEK-Request

The CPE transmits the PKM SA-TEK-Request message after receipt and successful HMAC Digest or CMAC value verification of an SA-Challenge tuple or PKM SA-TEK-Challenge message from the BS. The PKM SA-TEK-Request proves liveliness of the CPE and its possession of the AK to the BS. If this message is being generated during initial network entry, then it constitutes a request for SA-Descriptors identifying the primary and static SAs and GSAs the requesting CPE is authorized to access and their particular properties (e.g., type, cryptographic suite).

If this message is being generated following HO, then it constitutes a request for establishment (in the target BS) of TEKs, GTEKs and GKEKs for the CPE and renewal of active primary, static and dynamic SAs and associated SAIDs used by the CPE in its previous serving BS. 

Code: 11

Table 220 — PKM SA-TEK-Request attributes

	Attribute
	Contents

	CPE_Random 
	A 64-bit number chosen by the CPE freshly for every new handshake.

	BS_Random 
	The 64-bit random number used in the PKM SA-TEK-Challenge message or SA-Challenge Tuple 

	Key Sequence Number 
	AK sequence number 

	AKID 
	Identifies the AK that was used for protecting this message 

	Security-Capabilities 
	Describes requesting CPE s security capabilities 

	Security Negotiation Parameters 
	ConfirCPE requesting CPE s security capabilities (see 11.8.4 xxx)

	PKM configuration settings 
	PKM configuration defined in 11.9.36 xxx. 

	HMAC/CMAC Digest 
	Message authentication digest for this message. 


Receipt of a new BS Random value in SA-TEK-Challenge or SA-Challenge tuple indicates the beginning of a new handshake.

6.9.28.10 PKM SA-TEK-Response

The BS transmits the PKM SA-TEK-Response message as a final step in the 3-way SA-TEK handshake.

Code: 12

Table 221 — PKM SA-TEK-Response attributes

	Attribute
	Contents

	CPE_Random 
	The number received from the CPE 

	BS_Random 
	The random number included in the PKM SA-TEK-Challenge message or SA-Challenge IE. 

	Key Sequence Number 
	AK sequence number 

	AKID 
	This identifies the AK to the CPE that was used for protecting this message. 

	SA_TEK_Update 
	A compound IE list each of which specifies an SA identifier (SAID) and additional properties of the SA that the CPE is authorized to access. This compound field may be present at the reentry only. For each active SA in previous serving BS, corresponding TEK, GTEK and GKEK parameters are included. 

	Frame Number 
	An absolute frame number in which the old PMK and all its associate AKs should be discarded. 

	(one or more) SA-Descriptor(s) 
	Each compound SA-Descriptor attribute specifies an SA identifier (SAID) and additional properties of the SA. This attribute is present at the initial net-work entry only. 

	Security Negotiation Parameters 
	ConfirCPE the authentication and message integrity parameters to be used (see 11.8.4) 

	HMAC Digest/CMAC Digest 
	Message authentication digest for this message. 


6.9.28.11 PKM Key-Request

A CPE sends a PKM Key-Request message to the BS to request new TEK and TEK-related parameters (GTEK and GTEK-related parameters for the multicast or broadcast service) or GKEK and GKEK-related parameters for the multicast or broadcast service. 

Code: 13

Table 222 — PKM Key-Request attributes

	Attribute
	Contents

	Key Sequence Number
	AK sequence number

	SAID
	Security association identifier - GSAID for multicast or broadcast service

	Nonce
	A random number generated in a CPE

	HMAC Digest/CMAC Digest
	Message Digest calculated using AK


The HMAC Digest attribute or the CMAC-Digest attribute shall be the final attribute in the message’s attribute list. 

Inclusion of the HMAC Digest or the CMAC digest allows the CPE and BS to authenticate the PKM Key-Request message. The HMAC Digest or the CMAC-Digest’s authentication key is derived from the AK.

6.9.28.12 PKM Key-Reply

The BS responds to a CPE’s PKM Key-Request message with a PKM Key-Reply message.

Code: 14

Table 223 — PKM Key-Reply attributes

	Attribute
	Contents

	Key Sequence Number 
	AK sequence number 

	SAID 
	Security association identifier - GSAID for multicast or broadcast service. 

	TEK-Parameters 
	Older generation of key parameters relevant to SAID - GTEK-Parameters for the multicast or broadcast service 

	TEK-Parameters 
	Newer generation of key parameters relevant to SAID 

	GKEK-Parameters 
	Older generation of GKEK-related parameters for multicast or broadcast service. 

	GKEK-Parameters 
	Newer generation of GKEK-related parameters for multicast or broadcast service. 

	Nonce 
	A same random number included in the PKM Key Request message 

	HMAC/CMAC Digest 
	Message Digest calculated using AK 


The GKEK-Parameters attribute is a compound attribute containing all of the GKEK-related parameters corresponding to a GSAID. This would include the GKEK, the GKEK’s remaining key lifetime, and the GKEK’s key sequence number. The older generation of GKEK-Parameters is valid within the current lifetime and the newer generation of GKEK-Parameters is valid within the next lifetime. 

The HMAC Digest or the CMAC-Digest attribute shall be the final attribute in the message’s attribute list. 

Inclusion of the HMAC Digest or the CMAC digest allows the CPE and BS to authenticate the PKM Key-Reply message. The HMAC Digest or the CMAC-Digest’s authentication key is derived from the AK.

6.9.28.13 PKM Key-Reject

The BS responds to a CPE’s PKM Key-Request message with a PKM Authorization-Reject message if the BS rejects the CPE’s traffic keying material request.

Code: 15

 Table 224 — PKM Key-Reject attributes

	Attribute
	Contents

	Key Sequence Number 
	AK sequence number 

	SAID 
	Security association identifier 

	Error-Code 
	Error code identifying reason for rejection of the PKM Key-Request message 

	Display-String (optional) 
	Display string containing reason for the PKM Key-Request message 

	Nonce 
	A same random number included in the PKM Key Request message 

	HMAC/CMAC Digest 
	Message Digest calculated using AK 


The HMAC Digest or the CMAC-Digest attribute shall be the final attribute in the message’s attribute list. 

Inclusion of the HMAC Digest or the CMAC digest allows the CPE and BS to authenticate the PKM Key-Reject message. The HMAC Digest or the CMAC-Digest’s authentication key is derived from the AK.

6.9.28.14 PKM SA-Addition

This message is sent by the BS to the CPE to establish one or more additional SAs.

Code: 16

Table 225 — PKM SA-Addition attributes

	Attribute
	Contents

	Key Sequence Number 
	AK sequence number 

	(one or more)
SA-Descriptor(s) 
	Each compound SA-Descriptor attribute specifies an SA identifier (SAID) and additional properties of the SA 

	HMAC/CMAC Digest 
	Message Digest calculated using AK 


The HMAC Digest or the CMAC-Digest attribute shall be the final attribute in the message’s attribute list.

Inclusion of the HMAC Digest or the CMAC digest allows the CPE and BS to authenticate the PKM SA-Add message. The HMAC Digest or the CMAC-Digest’s authentication key is derived from the AK.

6.9.28.15 PKM TEK-Invalid

The BS sends a PKM TEK-Invalid message to a client CPE if the BS determines that the CPE encrypted an upstream PDU with an invalid TEK (i.e., an SAID’s TEK key sequence number), contained within the received packet’s MAC header, is out of the BS’s range of known, valid sequence numbers for that SAID.

Code: 17

Table 226 — PKM TEK-Invalid attributes

	Attribute
	Contents

	Key Sequence Number 
	AK sequence number 

	SAID 
	Security Association Identifier 

	Error-Code 
	Error code identifying reason for PKM TEK-Invalid message 

	Display-String (optional) 
	Display string containing reason for the PKM TEK-Invalid message 

	HMAC/CMAC Digest 
	Message Digest calculated using AK 


The HMAC Digest or the CMAC-Digest attribute shall be the final attribute in the message’s attribute list.

Inclusion of the HMAC Digest or the CMAC digest allows the CPE and BS to authenticate the PKM SA-Add message. The HMAC Digest or the CMAC-Digest’s authentication key is derived from the AK.

6.9.28.16 PKM Group-Key-Update-Command

This message is sent by BS to push the GTEK and/or GKEK parameters to CPEs served with the specific multicast service or broadcast service.

Code: 18

Table 227 — PKM Group-Key-Update-Command attributes

	Attribute
	Contents

	Key-Sequence-Number 
	AK sequence number 

	GSAID 
	Security Association ID 

	Key Push Modes 
	Usage code of Key Update Command message. 

	Key Push Counter 
	Counter one greater than that of older generation. 

	GTEK-Parameters 
	Newer generation of GTEK-related parameters relevant to GSAID. The GTEK-Parameters is the TEK-Parameters for multicast or broadcast service. 

	GKEK-Parameters 
	Newer generation of GKEK-related parameters for multicast or broadcast service. 

	HMAC/CMAC Digest 
	Message integrity code of this message. 


Key Sequence Number is the sequence number of the synchronized AK (Authorization Key) between a CPE and a BS. 

GSAID is SAID for the multicast group or the broadcast group. The type and length of the GSAID is equal to ones of the SAID. 

There are two types in a PKM Group Key Update Command message, GKEK update mode and GTEK update mode. The former is used to update GKEK and the latter is used to update GTEK for the multicast service or the broadcast service. Key Push Modes indicates the usage code of a PKM Group Key Update Command message. The PKM Group Key Update Command message for the GKEK update mode is carried on the Primary Management connection, but one for the GTEK update mode is carried on the Broadcast connection. A few attributes in a PKM Group Key Update Command message shall not be used according this Key Push Modes attribute’s value. 

Key Push Counter is used to protect for replay attack. This value is one greater than that of older generation. 

A PKM Group Key Update Command message contains only newer generation of key parameters, because this message inform a CPE next traffic key material. The GTEK-Parameters attribute is a com-pound attribute containing all of the keying material corresponding to a newer generation of a GSAID’s GTEK. This would include the GTEK, the GTEK’s remaining key lifetime, the GTEK’s key sequence number, the associated GKEK sequence number, and the cipher block chaining (CBC) initialization vector. The GTEK is TEK for the multicast group or the broadcast group. The type and length of the GTEK is equal to ones of the TEK. The GKEK (Group Key Encryption Key) can be randomly generated from a BS or a certain network node (i.e., an ASA server). The GKEK should be identically shared within the same multicast group or the broadcast group. The GTEK is encrypted with GKEK for the multicast service or the broadcast service. GKEK parameters contain the GKEK encrypted by the KEK, GKEK sequence number, and GKEK lifetime. 

The HMAC/CMAC Digest attribute shall be the final attribute in the message’s attribute list. Inclusion of the keyed digest allows the receiving client to authenticate the Group Key Update Command message. The HMAC/CMAC Digest’s authentication key is derived from the AK for the GKEK update mode and GKEK for the GTEK update mode.

6.9.28.17 PKM EAP Complete

In double EAP mode (EAP after EAP), BS sends the PKM EAP Complete message to CPE with EAP-Success to inform CPE of completing 1st EAP conversation. 

This message is used only if CPE and BS negotiate EAP in EAP mode. 

The Key Sequence Number and HMAC/CMAC Digest attributes of this message appear only in re-authentication. 

Code: 19

Table 228 — PKM EAP Complete attributes

	Attribute
	Contents

	EAP Payload 
	Contains the EAP authentication data, not interpreted in the MAC layer 

	Key Sequence Number 
	AK sequence number appear only if AK is available from previous double EAP 

	HMAC Digest/CMAC Digest 
	Message Digest calculated using AK only if AK is available from previ-ous double EAP Message Digest calculated using EIK when initial authentication 


6.9.28.18 PKM Authenticated EAP Start

In double EAP mode (EAP after EAP), CPE sends the PKM EAP Authenticated EAP Start message to BS in order to initiate 2nd round EAP. This message is signed by EIK which is generated by 1st EAP. 

This message is used only for initial authentication of double EAP. 

Code: 20

Table 229 — PKM Authenticated EAP Start atttributes

	Attribute
	Contents

	CPE_Random 
	Random number generated by CPE. 

	HMAC Digest/CMAC Digest 
	Message Digest calculated using EIK 


6.9.28.19 PKM Authentication Invalid

The BS may send an Authorization Invalid message to a client CPE as:

· An unsolicited indication, or

· A response to a message received from that CPE.

In either case, the Authorization Invalid message instructs the receiving CPE to reauthorize with its BS.

The BS sends an Authorization Invalid in response to a Key Request if (1) the BS does not recognize the CPE as being authorized (i.e., no valid AK associated with the requesting CPE) or (2) verification of the Key Request’s keyed message digest (in HMAC-Digest attribute) failed, indicating a loss of AK synchronization between CPE and BS.

Code: 21

Table 230 — Authorization Invalid attributes

	Attribute
	Contents

	Error-Code
	Error code identifying reason for Authorization Invalid.

	Display-String (optional)
	Display String describing failure condition.


6.9.28.20 PKM Authentication Information (Auth Info)

The Auth Info message contains a single CA-Certificate attribute, containing an X.509 CA certificate for the manufacturer of the CPE. The CPE’s X.509 user certificate shall have been issued by the CA identified by the X.509 CA certificate.

Auth Info messages are strictly informative; while the CPE shall transmit Auth Info messages as indicated by the Authentication state model, the BS may ignore them.

Code: 22

Table 231 — Auth Info attributes

	Attribute
	Contents

	CA-Certificate
	Certificate of manufacturer CA that issued CPE certificate.


The CA-certificate attribute contains an X.509 CA certificate for the CA that issued the CPE’s X.509 user certificate. The external CA issues these CA certificates to CPE manufacturers.

7. Security sublayers 
Traditional broadband communications systems such as 802.16 contain data, control and management functions which require protection. However, due to the unique characteristics of the 802.22 systems which include cognitive radio capability as well as long range, enhanced security mechanisms are needed. These security features provide protection for the 802.22 users, service providers and most importantly, the incumbents, who are the primary users of the spectrum. As a result, the protection mechanisms in 802.22 are divided into several security sublayers which target non-cognitive as well as cognitive functionality of the system and the interactions between the two. 

The Security Sublayers 1 and 2 provide subscribers with privacy, authentication, or confidentiality (In security parlance, confidentiality = privacy + authenticity) across the broadband wireless network. It does this by applying cryptographic transforms to MAC PDUs carried across connections between CPE and BS. In addition, these security sublayers provide operators with strong protection from theft of service. In cognitive radio systems, confidentiality and privacy mechanisms need to protect not just the data but, also sensitive spectrum occupancy information from the competitors and the spectrum management information used by the BS to configure the operation of the CPEs. The BS protects against unauthorized access to these data transport services by securing the associated service flows across the network. The security sublayers employ an authenticated client/server key management protocol in which the BS, the server, controls distribution of keying material to client CPE. Additionally, the basic security mechanisms are strengthened by adding digital-certificate-based CPE device-authentication to the key management protocol. If during capabilities negotiation, the CPE specifies that it does not support IEEE 802.22 security, step of authorization and key exchange shall be skipped. The BS, if provisioned so, shall consider the CPE authenticated; otherwise, the CPE shall not be serviced. Neither key exchange nor data encryption performed. 
To enhance the security for the cognitive functionality in 802.22, Security Sublayers 3 is introduced. The security mechanisms for this layer include authentication and availability, authorization, confidentiality and privacy. The authentication mechanisms validate the availability of spectrum for the primary and the secondary users of the spectrum. This includes authentication of the incumbent sensing information to avoid Denial of Service (DoS) attacks such as replay and ghosting, authentication of the 802.22.1 beacon frame utilizing the security features that are already embedded in it, authentication of the geolocation and co-existence information, as well as detection and reporting of spurious transmissions. The authorization mechanisms attempt to make the spectrum manager functionality tamper proof by allowing only the authorized personnel and information to configure it. 
7.1 Security Architecture for the Data / Control and Management Planes
Privacy has two component protocols as follows: 
a) An encapsulation protocol for securing packet data across the fixed BWA network. This protocol defines a set of supported cryptographic suites, i.e., pairings of data encryption and authentication algorithms, and the rules for applying those algorithms to a MAC PDU payload. 
b)  A key management protocol (PKM) providing the secure distribution of keying data from the BS to the CPE. Through this key management protocol, the CPE and the BS synchronize keying data; in addition, the BS uses the protocol to enforce conditional access to network services. 
The protocol stack for the security components of the system are shown in Figure xxx. 
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Figure xxx — Security Sublayer 1
— PKM Control Management: This stack controls all security components. Various keys are derived and generated in this stack. 
— Traffic Data Encryption/Authentication Processing: This stack encrypts or decrypts the traffic data and executes the authentication function for the traffic data. 
— Control Message Processing: This stack processes the various PKM-related MAC messages. 
— Message Authentication Processing: This stack executes message authentication function. The HMAC, CMAC, or several short-HMACs can be supported. 
· RSA-based Authentication: This stack performs the RSA-based authentication function using the CPE’s X.509 digital certificate and the BS’s X.509 digital certificate, when the RSA-based authorization is selected as an authorization policy between a CPE and a BS.
· ECC-based authentication: This stack performs the Elliptic Curve Cryptography (ECC) based authentication function, when the ECC-based authorization is selected as an authorization policy between a CPE and a BS. 


— Authorization/SA Control: This stack controls the authorization state machine and the traffic encryption key state machine. 

7.1.1 Secure encapsulation of MAC PDUs 
Encryption services are defined as a set of capabilities within the MAC security sublayer. MAC header information specific to encryption is allocated in the generic MAC header format. 
Encryption is always applied to the MAC PDU payload when required by the selected ciphersuite; the generic MAC header is not encrypted. All MAC management messages shall be sent in the clear to facilitate registration, ranging, and normal operation of the MAC. 

The format of MAC PDUs carrying encrypted packet data payloads is specified in 6.x.x.x
7.1.2 Key management protocol
The PKM protocol allows for both mutual authentication and unilateral authentication (e.g., where the BS authenticates CPE, but not vice versa). It also supports periodic reauthentication/reauthorization and key refresh. The key management protocol uses X.509 digital certificates [IETF RFC 3280] together with RSA public-key encryption algorithm [PKCS #1] or a sequence starting with RSA authentication or even with ECC public-key encryption algorithm. It uses strong encryption algorithms to perform key exchanges between a CPE and BS. 
The PKM’s authentication protocol establishes a shared secret (i.e., the AK) between the CPE and the BS. The shared secret is then used to secure subsequent PKM exchanges of TEKs. This two-tiered mechanism for key distribution permits refreshing of TEKs without incurring the overhead of computation-intensive operations. 
A BS authenticates a client CPE during the initial authorization exchange. Each CPE presents its credentials, which will be a unique X.509 digital certificate issued by the CPE’s manufacturer (in the case of RSA authentication) or an operator-specified credential (in the case of EAP-based authentication). 
The BS associates a CPE’s authenticated identity to a paying subscriber and hence to the data services that subscriber is authorized to access. 
Since the BS authenticates the CPE, it may protect against an attacker employing a cloned CPE that masquerades as a legitimate subscriber’s CPE. 
The traffic key management portion of the PKM protocol adheres to a client/server model, where the CPE (a PKM “client”) requests keying material and the BS (a PKM “server”) responds to those requests. This model ensures that individual CPE clients receive only keying material for which they are authorized. 
The PKM protocol uses MAC management messaging, i.e., PKM-REQ and PKM-RSP messages defined in 6.x.x.x. The PKM protocol is defined in detail in 7.x. 

7.1.3 Authentication protocol 
A CPE uses the PKM protocol to obtain authorization and traffic keying material from the BS and to support periodic reauthorization and key refresh. 
PKM supports two distinct authentication protocol mechanisms: RSA and ECC-based authentication.
· 
· 

7.1.3.1 PKM RSA authentication 

The PKM RSA authentication protocol uses X.509 digital certificates [IETF RFC 3280], the RSA public-key encryption algorithm [PKCS #1] that binds public RSA encryption keys to MAC addresses of CPEs. 
A BS authenticates a client CPE during the initial authorization exchange. Each CPE carries a unique X.509 digital certificate issued by the CPE’s manufacturer. The digital certificate contains the CPE’s Public Key and CPE MAC address. When requesting an AK, a CPE presents its digital certificate to the BS. The BS verifies the digital certificate, and then uses the verified Public Key to encrypt an AK, which the BS then sends back to the requesting CPE. 
All CPEs using RSA authentication shall have factory-installed RSA private/public key pairs or provide an internal algorithm to generate such key pairs dynamically. If a CPE relies on an internal algorithm to generate its RSA key pair, the CPE shall generate the key pair prior to its first AK exchange, described in 7.2.1. All CPEs with factory-installed RSA key pairs shall also have factory-installed X.509 certificates. All CPEs that rely on internal algorithms to generate an RSA key pair shall support a mechanism for installing a manufacturer-issued X.509 certificate following key generation. 





7.1.3.2 PKM ECC authentication
In addition to the current RSA-based authorization within the PKM protocol,  Elliptic Curve Cryptography (ECC)-based authentication may be employed.  ECC authentication operates in the same way as RSA authentication. Requirements for ECC-based X.509 certificates are defined in Section 7.6.1.
7.1.4 Mapping of connections to SAs 
The following rules for mapping connections to SAs apply: 
a) All transport connections shall be mapped to an existing SA. 
b) Multicast transport connections may be mapped to any Static or Dynamic SA. 
c) The secondary management connection shall be mapped to the Primary SA. 
d) The basic and the primary management connections shall not be mapped to an SA. 
The actual mapping is achieved by including the SAID of an existing SA in the DSA-xxx messages together with the CID. No explicit mapping of secondary management connection to the Primary SA is required. 

7.1.5 Cryptographic suite 
A cryptographic suite is the SA’s set of methods for data encryption, data authentication, and TEK exchange. A cryptographic suite is specified as described in 11.x.x. The cryptographic suite shall be one of the ones listed in Table xxx. 

7.2 PKM protocol 

There are one / two Privacy Key Management Protocols supported in this standard: PKM version 1 and PKMv2 with more enhanced features such as new key hierarchy, AES-CMAC, AES key wraps, and MBS. 

7.2.1 PKM version 1
7.2.1.1 Security associations (SAs) 

A security association (SA) is the set of security information a BS and one or more of its client CPEs share in order to support secure communications across the IEEE 802.22 network. Three types of SAs are defined: Primary, Static, and Dynamic. Each CPE establishes a primary security association during the CPE initialization process. Static SAs are provisioned within the BS. Dynamic SAs are established and eliminated, on the fly, in response to the initiation and termination of specific service flows. Both Static and Dynamic SAs may be shared by multiple CPEs. 
An SA’s shared information shall include the cryptographic suite employed within the SA. The shared information may include TEKs and Initialization Vectors. The exact content of the SA is dependent on the SA’s cryptographic suite. 
SAs are identified using SAIDs. 
Each CPE shall establish an exclusive Primary SA with its BS. The SAID of any CPE’s Primary SA shall be equal to the Basic CID of that CPE. 
Using the PKM protocol, a CPE requests from its BS an SA’s keying material. 
The BS shall ensure that each client CPE only has access to the SAs it is authorized to access. 
An SA’s keying material has a limited lifetime. When the BS delivers SA keying material to a CPE, it also provides the CPE with that material’s remaining lifetime. It is the responsibility of the CPE to request new keying material from the BS before the set of keying material that the CPE currently holds expires at the BS. Should the current keying material expire before a new set of keying material is received, the CPE shall perform network entry as described in x.x.x. 

In certain cryptographic suites, key lifetime may be limited by the exhaustion rate of a number space, e.g., the PN of AES in CCM. In this case, the key ends either at the expiry of the key lifetime or the exhaustion of the number space, which ever is earliest. Note that in this case, security is not determined by the key lifetime.

7.2.1.2 CPE authorization and AK exchange overview 
CPE authorization, controlled by the Authorization state machine, is the process of the BS’s authenticating a client CPE’s identity: 
a) The BS and CPE establish a shared AK by RSA/ECC from which a key encryption key (KEK) and message authentication keys are derived. 
b) The BS provides the authenticated CPE with the identities (i.e., the SAIDs) and properties of Primary and Static SAs for which the CPE is authorized to obtain keying information. 
After achieving initial authorization, a CPE periodically reauthorizes with the BS; reauthorization is also managed by the CPE’s Authorization state machine. TEK state machines manage the refreshing of TEKs. 
7.2.1.2.1 Authorization via RSA authentication protocol 

A CPE begins authorization by sending an Authentication Information message to its BS. The Authentication Information message contains the CPE manufacturer’s X.509 certificate, issued by the manufacturer itself or by an external authority. The Authentication Information message is strictly informative; i.e., the BS may choose to ignore it. However, it does provide a mechanism for a BS to learn the manufacturer certificates of its client CPE. 
The CPE sends an Authorization Request message to its BS immediately after sending the Authentication Information message. This is a request for an AK, as well as for the SAIDs identifying any Static SAs the CPE is authorized to participate in. 
The Authorization Request includes 
· A manufacturer-issued X.509 certificate. 
· A description of the cryptographic algorithms the requesting CPE supports. A CPE’s cryptographic capabilities are presented to the BS as a list of cryptographic suite identifiers, each indicating a particular pairing of packet data encryption and packet data authentication algorithms the CPE supports. 
· The CPE’s Basic CID. The Basic CID is the first static CID the BS assigns to a CPE during initial ranging
· the primary SAID is equal to the Basic CID. 
In response to an Authorization Request message, a BS validates the requesting CPE’s identity, determines the encryption algorithm and protocol support it shares with the CPE, activates an AK for the CPE, encrypts it with the CPE’s public key, and sends it back to the CPE in an Authorization Reply message. The authorization reply includes 
· An AK encrypted with the CPE’s public key. 
· A 4-bit key sequence number, used to distinguish between successive generations of AKs. 
· A key lifetime. 
· The identities (i.e., the SAIDs) and properties of the single primary and zero or more Static SAs the CPE is authorized to obtain keying information for. 
While the Authorization Reply shall identify Static SAs in addition to the Primary SA whose SAID matches the requesting CPE’s Basic CID, the Authorization Reply shall not identify any Dynamic SAs. 
The BS, in responding to a CPE’s Authorization Request, shall determine whether the requesting CPE, whose identity can be verified via the X.509 digital certificate, is authorized for basic unicast services, and what additional statically provisioned services (i.e., Static SAIDs) the CPE’s user has subscribed for. Note that the protected services a BS makes available to a client CPE can depend upon the particular cryptographic suites for which the CPE and the BS share support.

A CPE shall periodically refresh its AK by reissuing an Authorization Request to the BS. Reauthorization is identical to authorization with the exception that the CPE does not send Authentication Information messages during reauthorization cycles. The description of the authorization state machine in 7.2.1.5 clearly indicates when Authentication Information messages are sent. To avoid service interruptions during reauthorization, successive generations of the CPE’s AKs have overlapping lifetimes. Both the CPE and BS shall be able to support up to two simultaneously active AKs during these transition periods. The operation of the Authorization state machine’s Authorization Request scheduling algorithm, combined with the BS’s regimen for updating and using a client CPE’s AKs (see 7.3), ensures that the CPE can refresh.

7.2.1.2.2 Authorization via ECC authentication protocol 

Initial and re-authorization is executed in the same way for ECC authorization, as it is executed for RSA authorization.
During initial and re-authorization, the CPE can format the Authorization Request in either one of two ways.  The first way is to make use of a manfucaturer-installed ECC certificate (see Section 7.6.2) and public key that is associated with the CPE that the CPE transmits in the intial Authorization Request.  The other method is that the CPE uses the elltiptic curve domain parameters defined in its certificate to generate an ephemeral key pair.  

The initial or re-authorization request is transmitted with the ephemeral public key and just the domain parameters or entire manufacturer-installed certificate (domain parameters and manufacturer installed public key), the list of supported cryptographic suites, a 64bit randomon number generated by CPE, as well as a signature calculated over the request using the process defined in Section 7.3 of ANSI X9.62-2005.

Regardless of the method used, the BS then verifies the domain parameters (Section 5.1 of ANSI X9.63-2001), the public key (Section 5.2 of ANSI X9.63-2001), and the signature over the request (Section 7.4 ANSI X9.62-2005).  If any of these checks fail, the then Authorization Request is rejected.  When the BS responds, it can choose between either of two methods (similar to CPE initiation methods) when formatting the response.  The first way is to make use of a manfucaturer-installed ECC certificate (see Section 7.6) and public key that is associated with that BS.  The other method is that the BS uses the elltiptic curve domain parameters defined in its certificate to generate an ephemeral key pair.  

The Authorization Reply is transmitted with the ephemeral public key and just the domain parameters or entire manufacturer-installed certificate (domain parameters and manufacturer installed public key), the assigned cryptographic suite, the 64bit randomon number generated by CPE, a 64bit random number generated by the BS, as well as a signature calculated over the reply using the process defined in Section 7.3 of ANSI X9.62-2005.

7.2.1.3 TEK exchange overview 
7.2.1.3.1 TEK exchange overview for PMP topology 

Upon achieving authorization, a CPE starts a separate TEK state machine for each of the SAIDs identified in the Authorization Reply message. Each TEK state machine operating within the CPE is responsible for managing the keying material associated with its respective SAID. TEK state machines periodically send Key Request messages to the BS, requesting a refresh of keying material for their respective SAIDs. 
The BS responds to a Key Request with a Key Reply message, containing the BS’s active keying material for a specific SAID. 
The TEK is encrypted using appropriate KEK derived from the AK. 
Note that at all times the BS maintains two active sets of keying material per SAID. The lifetimes of the two generations overlap so that each generation becomes active halfway through the life of it predecessor and expires halfway through the life of its successor. A BS includes in its Key Replies both of an SAID’s active generations of keying material. 
The Key Reply provides the requesting CPE, in addition to the TEK and CBC IV, the remaining lifetime of each of the two sets of keying material. The receiving CPE uses these remaining lifetimes to estimate when the BS will invalidate a particular TEK and, therefore, when to schedule future Key Requests so that the CPE requests and receives new keying material before the BS expires the keying material the CPE currently holds. 
The operation of the TEK state machine’s Key Request scheduling algorithm, combined with the BS’s regimen for updating and using an SAID’s keying material (see 7.4), ensures that the CPE will be able to continually exchange encrypted traffic with the BS. 
A TEK state machine remains active as long as 
a) The CPE is authorized to operate in the BS’s security domain, i.e., it has a valid AK, and 
b) The CPE is authorized to participate in that particular SA, i.e., the BS continues to provide fresh key-ing material during rekey cycles. 
The parent Authorization state machine stops all of its child TEK state machines when the CPE receives from the BS an Authorization Reject during a reauthorization cycle. Individual TEK state machines can be started or stopped during a reauthorization cycle if a CPE’s Static SAID authorizations changed between successive reauthorizations. 
Communication between Authorization and TEK state machines occurs through the passing of events and protocol messaging. The Authorization state machine generates events (i.e., Stop, Authorized, Authorization Pending, and Authorization Complete events) that are targeted at its child TEK state machines. TEK state machines do not target events at their parent Authorization state machine. The TEK state machine affects the Authorization state machine indirectly through the messaging a BS sends in response to a CPE’s requests: a BS may respond to a TEK machine’s Key Requests with a failure response (i.e., Authorization Invalid message) to be handled by the Authorization state machine. 
7.2.1.3.2 Reserved 
7.2.1.4 Security capabilities selection 
As part of their authorization exchange, the CPE provides the BS with a list of all the cryptographic suites (pairing of data encryption and data authentication algorithms) the CPE supports. The BS selects from this list a single cryptographic suite to employ with the requesting CPE’s primary SA. The Authorization Reply the BS sends back to the CPE includes a primary SA-Descriptor that, among other things, identifies the cryptographic suite the BS selected to use for the CPE’s primary SA. A BS shall reject the authorization request if it determines that none of the offered cryptographic suites are satisfactory. 
The Authorization Reply also contains an optional list of static SA-Descriptors; each static SA-Descriptor identifies the cryptographic suite employed within the SA. The selection of a static SA’s cryptographic suite is typically made independent of the requesting CPE’s cryptographic capabilities. A BS may include in its Authorization Reply static SA-Descriptors identifying cryptographic suites the requesting CPE does not support; if this is the case, the CPE shall not start TEK state machines for static SAs whose cryptographic suites the CPE does not support. 
If the SA holds an encryption method, all MAC PDUs sent with CIDs linked to this SA must have EC bit set to ‘1’ in the Generic MAC Header. If the SA has no encryption method, the EC bit must be set to ‘0’ in the Generic MAC Header. Other combinations are not allowed; MAC PDUs presenting other combinations should be discarded. 
7.2.1.5 Authorization state machine 
The Authorization state machine consists of six states and eight distinct events (including receipt of messages) that can trigger state transitions. The Authorization finite state machine (FSM) is presented below in a graphical format, as a state flow model (Figure xxx2), and in a tabular format, as a state transition matrix (Table xxx1). 
The state flow diagram depicts the protocol messages transmitted and internal events generated for each of the model’s state transitions; however, the diagram does not indicate additional internal actions, such as the clearing or starting of timers, that accompany the specific state transitions. Accompanying the state transition matrix is a detailed description of the specific actions accompanying each state transition; the state transition matrix shall be used as the definitive specification of protocol actions associated with each state transition. 
The following legend applies to the Authorization State Machine flow diagram depicted in Figure 160. 
a) Ovals are states. 
b) Events are in italics. 
c) Messages are in normal font. 
d) State transitions (i.e., the lines between states) are labeled with <what causes the transition>/<messages and events triggered by the transition>. So “timeout/Auth Request” means that the state received a “timeout” event and sent an Authorization Request (“Auth Request”) message. If there are multiple events or messages before the slash “/” separated by a comma, any of them can cause the transition. If there are multiple events or messages listed after the slash, all of the specified actions shall accompany the transition.
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Figure xxx2. Authorization state machine flow diagram
The Authorization state transition matrix presented in Table xxx1 lists the six Authorization machine states in the topmost row and the eight Authorization machine events (includes message receipts) in the leftmost column. Any cell within the matrix represents a specific combination of state and event, with the next state (the state transitioned to) displayed within the cell. For example, cell 4-B represents the receipt of an Authorization Reply (Auth Reply) message when in the Authorize Wait (Auth Wait) state. Within cell 4-B is the name of the next state, “Authorized.” Thus, when an CPE’s Authorization state machine is in the Auth Wait state and an Auth Reply message is received, the Authorization state machine will transition to the Authorized state. In conjunction with this state transition, several protocol actions shall be taken; these are described in the listing of protocol actions, under the heading 4-B, in 7.2.1.5.5. 
A shaded cell within the state transition matrix implies that either the specific event cannot or should not occur within that state, and if the event does occur, the state machine shall ignore it. For example, if an Auth Reply message arrives when in the Authorized state, that message should be ignored (cell 4-C). The CPE may, however, in response to an improper event, log its occurrence, generate an SNMP event, or take some other vendor-defined action. These actions, however, are not specified within the context of the Authorization state machine, which simply ignores improper events.

Table xxx – Authorization Finite State Machine State Transition Matrix
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7.2.1.5.1 States 
· Start: This is the initial state of the FSM. No resources are assigned to or used by the FSM in this state—e.g., all timers are off, and no processing is scheduled. 
· Authorize Wait (Auth Wait): The CPE has received the “Communication Established” event indicating that it has completed basic capabilities negotiation with the BS. In response to receiving the event, the CPE has sent both an Authentication Information and an Auth Request message to the BS and is waiting for the reply. 
· Authorized: The CPE has received an Auth Reply message that contains a list of valid SAIDs for this CPE. At this point, the CPE has a valid AK and SAID list. Transition into this state triggers the creation of one TEK FSM for each of the CPE’s privacy-enabled SAIDs. 
· Reauthorize Wait (Reauth Wait): The CPE has an outstanding reauthorization request. The CPE was either about to expire (see Authorization Grace Time in Table xxx2) its current authorization or received an indication (an Authorization Invalid message from the BS) that its authorization is no longer valid. The CPE sent an Auth Request message to the BS and is waiting for a response. 
· Authorize Reject Wait (Auth Reject Wait): The CPE received an Authorization Reject (Auth Reject) message in response to its last Auth Request. The Auth Reject’s error code indicated the error was not of a permanent nature. In response to receiving this reject message, the CPE set a timer and transitioned to the Auth Reject Wait state. The CPE remains in this state until the timer expires. 
· Silent: The CPE received an Auth Reject message in response to its last Auth Request. The Auth Reject’s error code indicated the error was of a permanent nature. This triggers a transition to the Silent state, where the CPE is not permitted to pass subscriber traffic. The CPE shall, however, respond to management messages from the BS issuing the Perm Auth Reject.

7.2.1.5.2 Messages 
Note that the message formats are defined in detail in 6.X.X.X. 
· Authorization Request (Auth Request): Request an AK and list of authorized SAIDs. Sent from SS to BS. 
· Authorization Reply (Auth Reply): Receive an AK and list of authorized, static SAIDs. Sent from BS to SS. The AK is encrypted with the SS’s public key. 
· Authorization Reject (Auth Reject): Attempt to authorize was rejected. Sent from the BS to the SS. 
· Authorization Invalid (Auth Invalid): The BS may send an Authorization Invalid message to a client SS as follows: 
· An unsolicited indication, or 
· A response to a message received from that SS. In either case, the Auth Invalid message instructs the receiving SS to reauthorize with its BS. The BS responds to a Key Request with an Auth Invalid message if (1) the BS does not recognize the SS as being authorized (i.e., no valid AK associated with SS) or (2) verification of the Key. Request’s keyed message digest (in HMAC-Digest attribute) failed. Note that the Authorization Invalid event, referenced in both the state flow diagram and the state transition matrix, signifies either the receipt of an Auth Invalid message or an internally generated event. 
· Authentication Information (Auth Info): The Auth Info message contains the SS manufacturer’s X.509 Certificate, issued by an external authority. The Auth Info message is strictly an informative message the SS sends to the BS; with it, a BS may dynamically learn the manufacturer certificate of client SS. Alternatively, a BS may require out-of-band configuration of its list of manufacturer cer-tificates. 
7.2.1.5.3 Events 
· Communication Established: The Authorization state machine generates this event upon entering the Start state if the MAC has completed basic capabilities negotiation. If the basic capabilities negotia-tion is not complete, the SS sends a Communication Established event to the Authorization FSM upon completing basic capabilities negotiation. The Communication Established event triggers the SS to begin the process of getting its AK and TEKs. 
· Timeout: A retransmission or wait timer timed out. Generally a request is resent. 
· Authorization Grace Timeout (Auth Grace Timeout): The Authorization Grace timer timed out. This timer fires a configurable amount of time (the Authorization Grace Time) before the current authori-zation is supposed to expire, signalling the SS to reauthorize before its authorization actually expires. The Authorization Grace Time takes the default value from Table 549 or may be specified in a configuration setting within the Auth Reply message. 
· Reauthorize (Reauth): SS’s set of authorized static SAIDs may have changed. This event may be generated in response to an SNMP set and meant to trigger a reauthorization cycle. 
· Authorization Invalid (Auth Invalid): This event is internally generated by the SS when there is a failure authenticating a Key Reply or Key Reject message, or externally generated by the receipt of an Auth Invalid message, sent from the BS to the SS. A BS responds to a Key Request with an Auth Invalid if verification of the request’s message authentication code fails. Both cases indicate BS and SS have lost AK synchronization. A BS may also send to an SS an unsolicited Auth Invalid message, forcing an Auth Invalid event. 
· Permanent Authorization Reject (Perm Auth Reject): The SS receives an Auth Reject in response to an Auth Request. The error code in the Auth Reject indicates the error is of a permanent nature. What is interpreted as a permanent error is subject to administrative control within the BS. Auth Request processing errors that can be interpreted as permanent error conditions include the follow-ing: 
· Unknown manufacturer (do not have CA certificate of the issuer of the SS Certificate). 
· Invalid signature on SS certificate. 
· ASN.1 parsing failure. 
· Inconsistencies between data in the certificate and data in accompanying PKM data attributes. 
· Incompatible security capabilities. When an SS receives an Auth Reject indicating a permanent failure condition, the Authorization State machine moves into a Silent state, where the SS is not permitted to pass subscriber traffic. The SS shall, however, respond to management messages from the BS issuing the Perm Auth Reject. The managed SS may also issue an SNMP Trap upon entering the Silent state. 
· Authorization Reject (Auth Reject): The SS receives an Auth Reject in response to an Auth Request. The error code in the Auth Reject does not indicate the failure was due to a permanent error condition. As a result, the SS’s Authorization state machine shall set a wait timer and transition into the Auth Reject Wait State. The SS shall remain in this state until the timer expires, at which time it shall reattempt authorization. 
NOTE — The following events are sent by an Authorization state machine to the TEK state machine:
· [TEK] Stop: Sent by the Authorization FSM to an active (non-START state) TEK FSM to terminate the FSM and remove the corresponding SAID’s keying material from the SS’s key table. 
· [TEK] Authorized: Sent by the Authorization FSM to a nonactive (START state), but valid TEK FSM. 
· [TEK] Authorization Pending (Auth Pend): Sent by the Authorization FSM to a specific TEK FSM to place that TEK FSM in a wait state until the Authorization FSM can complete its reauthorization operation. 
· [TEK] Authorization Complete (Auth Comp): Sent by the Authorization FSM to a TEK FSM in the Operational Reauthorize Wait (Op Reauth Wait) or Rekey Reauthorize Wait (Rekey Reauth Wait) states to clear the wait state begun by a TEK FSM Authorization Pending event. 
7.2.1.5.4 Parameters 
All configuration parameter values take the default values from Table CFX1 or may be specified in the Auth Reply message. 
· Authorize Wait Timeout (Auth Wait Timeout): Timeout period between sending Authorization Request messages from Auth Wait state (see 11.9.19.2). 
· Authorization Grace Timeout (Auth Grace Timeout): Amount of time before authorization is sched-uled to expire that the SS starts reauthorization (see 11.9.19.3). 
· Authorize Reject Wait Timeout (Auth Reject Wait Timeout): Amount of time an SS’s Authorization FSM remains in the Auth Reject Wait state before transitioning to the Start state (see 11.9.19.7). 
7.2.1.5.5 Actions 
Actions taken in association with state transitions are listed by <event> (<rcvd message>) --> <state> below: 
1-A Start (Communication Established) → Auth Wait 
a) Send Auth Info message to BS 
b) Send Auth Request message to BS 
c) Set Auth Request retry timer to Auth Wait Timeout 
2-B Auth Wait (Auth Reject) → Auth Reject Wait 
a) Clear Auth Request retry timer 
b) Set a wait timer to Auth Reject Wait Timeout 
2-D Reauth Wait (Auth Reject) → Auth Reject Wait 
a) Clear Auth Request retry timer 
b) Generate TEK FSM Stop events for all active TEK state machines 
c) Set a wait timer to Auth Reject Wait Timeout 
3-B Auth Wait (Perm Auth Reject) → Silent 
a) Clear Auth Request retry timer 
b) Disable all forwarding of SS traffic 
3-D Reauth Wait (Perm Auth Reject) → Silent 
a) Clear Auth Request retry timer
b) Generate TEK FSM Stop events for all active TEK state machines 
c) Disable all forwarding of SS traffic 
4-B Auth Wait (Auth Reply) → Authorized 
a) Clear Auth Request retry timer 
b) Decrypt and record AK delivered with Auth Reply 
c) Start TEK FSMs for all SAIDs listed in Authorization Reply (provided the SS supports the cryptographic suite that is associated with an SAID) and issue a TEK FSM Authorized event for each of the new TEK FSMs 
d) Set the Authorization Grace timer to go off “Authorization Grace Time” seconds prior to the supplied AK’s scheduled expiration 
4-D Reauth Wait (Auth Reply) → Authorized 
a) Clear Auth Request retry timer 
b) Decrypt and record AK delivered with Auth Reply 
c) Start TEK FSMs for any newly authorized SAIDs listed in Auth Reply (provided the SS supports the cryptographic suite that is associated with the new SAID) and issue TEK FSM Authorized event for each of the new TEK FSMs 
d) Generate TEK FSM Authorization Complete events for any currently active TEK FSMs whose corresponding SAIDs were listed in Auth Reply 
e) Generate TEK FSM Stop events for any currently active TEK FSMs whose corresponding SAIDs were not listed in Auth Reply 
f) Set the Authorization Grace timer to go off “Authorization Grace Time” seconds prior to the supplied AK’s scheduled expiration 
5-B Auth Wait (Timeout) → Auth Wait 
a) Send Auth Info message to BS 
b) Send Auth Request message to BS 
c) Set Auth Request retry timer to Auth Wait Timeout 
5-D Reauth Wait (Timeout) → Reauth Wait 
a) Send Auth Request message to BS 
b) Set Auth Request retry timer to Reauth Wait Timeout 
5-E Auth Reject Wait (Timeout) → Start 
a) No protocol actions associated with state transition 
6-C Authorized (Auth Grace Timeout) → Reauth Wait 
a) Send Auth Request message to BS 
b) Set Auth Request retry timer to Reauth Wait Timeout 
7-C Authorized (Auth Invalid) → Reauth Wait 
a) Clear Authorization Grace timer
b) Send Auth Request message to BS 
c) Set Auth Request retry timer to Reauth Wait Timeout 
d) If the Auth Invalid event is associated with a particular TEK FSM, generate a TEK FSM Authorization Pending event for the TEK state machine responsible for the Auth Invalid event (i.e., the TEK FSM that either generated the event, or sent the Key Request message the BS responded to with an Auth Invalid message) 
7-D Reauth Wait (Auth Invalid) → Reauth Wait 
a) If the Auth Invalid event is associated with a particular TEK FSM, generate a TEK FSM Authorization Pending event for the TEK state machine responsible for the Auth Invalid event (i.e., the TEK FSM that either generated the event, or sent the Key Request message the BS responded to with an Auth Invalid message) 
8-C Authorized (Reauth) → Reauth Wait 
a) Clear Authorization Grace timer 
b) Send Auth Request message to BS 
c) Set Auth Request retry timer to Reauth Wait Timeout

7.2.1.6 TEK state machine

The TEK state machine consists of six states and nine events (including receipt of messages) that can trigger state transitions. Like the Authorization state machine, the TEK state machine is presented in both a state flow diagram (Figure XTEK_flow_diag) and a state transition matrix (Table TEK_FSM). As was the case for the Authorization state machine, the state transition matrix shall be used as the definitive specification of protocol actions associated with each state transition. 

Shaded states in Figure XTEK_flow_diag (Operational, Rekey Wait, and Rekey Reauthorize Wait) have valid keying material and encrypted traffic can be passed. 

The Authorization state machine starts an independent TEK state machine for each of its authorized SAIDs. 

As mentioned in 7.2.1.3, the BS maintains two active TEKs per SAID. The BS includes in its Key Replies both of these TEKs, along with their remaining lifetimes. The BS encrypts DL traffic with the older of its two TEKs and decrypts UL traffic with either the older or newer TEK, depending upon which of the two keys the CPE was using at the time. The CPE encrypts UL traffic with the newer of its two TEKs and decrypts DL traffic with either the older or newer TEK, depending upon which of the two keys the BS was using at the time. See 7.4 for details on CPE and BS key usage requirements. 

Through operation of a TEK state machine, the CPE attempts to keep its copies of an SAID’s TEKs synchronized with those of its BS. A TEK state machine issues Key Requests to refresh copies of its SAID’s keying material soon after the scheduled expiration time of the older of its two TEKs and before the expiration of its newer TEK. To accommodate for CPE/BS clock skew and other system processing and transmission delays, the CPE schedules its Key Requests a configurable number of seconds before the newer TEK’s estimated expiration in the BS. With the receipt of the Key Reply, the CPE shall always update its records with the TEK Parameters from both TEKs contained in the Key Reply message. Figure XTEK_flow illustrates the CPE’s scheduling of its key refreshes in conjunction with its management of an SA’s active TEKs.
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Figure XTEK_flow_diag TEK state machine flow diagram
7.2.1.6.1 States 

— Start: This is the initial state of the FSM. No resources are assigned to or used by the FSM in this state —e.g., all timers are off, and no processing is scheduled. 
· Operational Wait (Op Wait): The TEK state machine has sent its initial request (Key Request) for its SAID’s keying material (TEK and CBC IV), and is waiting for a reply from the BS.
· Operational Reauthorize Wait (Op Reauth Wait): The wait state the TEK state machine is placed in if it does not have valid keying material while the Authorization state machine is in the middle of a reauthorization cycle. 
· Operational: The CPE has valid keying material for the associated SAID. 
· Rekey Wait: The TEK Refresh Timer has expired and the CPE has requested a key update for this SAID. Note that the newer of its two TEKs has not expired and can still be used for both encrypting and decrypting data traffic. 
· Rekey Reauthorize Wait (Rekey Reauth Wait): The wait state the TEK state machine is placed in if the TEK state machine has valid traffic keying material, has an outstanding request for the latest keying material, and the Authorization state machine initiates a reauthorization cycle.
7.2.1.6.2 Messages 

Note that the message formats are defined in detail in 6.x.x.x.x. 
Table TEK-FSM TEK Finite State Machine State Transition Matrix
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· Key Request: Request a TEK for this SAID. Sent by the CPE to the BS and authenticated with keyed message digest. The message authentication key is derived from the AK. 
· Key Reply: Response from the BS carrying the two active sets of traffic keying material for this SAID. Sent by the BS to the CPE, it includes the SAID’s TEKs, encrypted with a KEK derived from the AK. The Key Reply message is authenticated with a keyed message digest; the authentication key is derived from the AK. 
· Key Reject: Response from the BS to the CPE to indicate this SAID is no longer valid and no key will be sent. The Key Reject message is authenticated with a keyed message digest; the authentication key is derived from the AK. 
· TEK Invalid: The BS sends an CPE this message if it determines that the CPE encrypted an UL PDU with an invalid TEK, i.e., an SAID’s TEK key sequence number, contained within the received PDU’s MAC header, is out of the BS’s range of known, valid sequence numbers for that SAID. 
7.2.1.6.3 Events 
— Stop: Sent by the Authorization FSM to an active (non-START state) TEK FSM to terminate TEK FSM and remove the corresponding SAID’s keying material from the SS’s key table. See Figure 160. — Authorized: Sent by the Authorization FSM to a nonactive (START state) TEK FSM to notify TEK FSM of successful authorization. See Figure XTEK_flow_diag. 
· Authorization Pending (Auth Pend): Sent by the Authorization FSM to TEK FSM to place TEK FSM in a wait state while Authorization FSM completes reauthorization. See XTEK_flow_diag. 
· Authorization Complete (Auth Comp): Sent by the Authorization FSM to a TEK FSM in the Opera-tional Reauthorize Wait or Rekey Reauthorize Wait states to clear the wait state begun by the prior Authorization Pending event. See Figure XTEK_flow_diag. 
· TEK Invalid: This event is triggered by either an CPE’s data packet decryption logic or by the receipt of a TEK Invalid message from the BS. 
An CPE’s data packet decryption logic triggers a TEK Invalid event if it recognizes a loss of TEK key synchronization between itself and the encrypting BS. For example, an SAID’s TEK key sequence number, contained within the received DL MAC PDU header, is out of the CPE’s range of known sequence numbers for that SAID. 
A BS sends an CPE a TEK Invalid message, triggering a TEK Invalid event within the CPE, if the BS’s decryption logic recognizes a loss of TEK key synchronization between itself and the CPE. 
· Timeout: A retry timer timeout. Generally, the particular request is retransmitted. 
· TEK Refresh Timeout: The TEK refresh timer timed out. This timer event signals the TEK state machine to issue a new Key Request in order to refresh its keying material. The refresh timer is set to fire a configurable duration of time (TEK Grace Time) before the expiration of the newer TEK the CPE currently holds. This is configured via the BS to occur after the scheduled expiration of the older of the two TEKs. 
7.2.1.6.4 Parameters 
All configuration parameter values take the default values from Table 549 or may be specified in Auth Reply message. 
· Operational Wait Timeout: Timeout period between sending of Key Request messages from the Op Wait state (see 11.9.19.4). 
· Rekey Wait Timeout: Timeout period between sending of Key Request messages from the Rekey Wait state (see 11.9.19.5). 
· TEK Grace Time: Time interval, in seconds, before the estimated expiration of a TEK that the CPE starts rekeying for a new TEK. TEK Grace Time takes the default value from Table 549 or may be specified in a configuration setting within the Auth Reply message and is the same across all SAIDs (see 11.9.19.6). 
7.2.1.6.5 Actions 
Actions taken in association with state transitions are listed by <event> (<rcvd message>) --> <state>: 
1-B Op Wait (Stop) → Start 
a) Clear Key Request retry timer 
b) Terminate TEK FSM 
1-C Op Reauth Wait (Stop) → Start 
a) Terminate TEK FSM 
1-D Operational (Stop) → Start 
a) Clear TEK refresh timer, which is timer set to go off “TEK Grace Time” seconds prior to the TEK’s scheduled expiration time 
b) Terminate TEK FSM 
c) Remove SAID keying material from key table 
1-E Rekey Wait (Stop) → Start 
a) Clear Key Request retry timer

b) Terminate TEK FSM 
c) Remove SAID keying material from key table 
1-F Rekey Reauth Wait (Stop) → Start 
a) Terminate TEK FSM 
b) Remove SAID keying material from key table 
2-A Start (Authorized) → Op Wait 
a) Send Key Request message to BS 
b) Set Key Request retry timer to Operational Wait Timeout 
3-B Op Wait (Auth Pend) → Op Reauth Wait 
a) Clear Key Request retry timer 
3-E Rekey Wait (Auth Pend) → Rekey Reauth Wait 
a) Clear Key Request retry timer 
4-C Op Reauth Wait (Auth Comp) → Op Wait 
a) Send Key Request message to BS 
b) Set Key Request retry timer to Operational Wait Timeout 
4-F Rekey Reauth Wait (Auth Comp) → Rekey Wait 
a) Send Key Request message to BS 
b) Set Key Request retry timer to Rekey Wait Timeout 
5-D Operational (TEK Invalid) → Op Wait 
a) Clear TEK refresh timer 
b) Send Key Request message to BS 
c) Set Key Request retry timer to Operational Wait Timeout 
d) Remove SAID keying material from key table 
5-E Rekey Wait (TEK Invalid) → Op Wait 
a) Clear TEK refresh timer 
b) Send Key Request message to BS 
c) Set Key Request retry timer to Operational Wait Timeout 
d) Remove SAID keying material from key table 
5-F Rekey Reauth Wait (TEK Invalid) → Op Reauth Wait 
a) Remove SAID keying material from key table 
6-B Op Wait (Timeout) → Op Wait 
a) Send Key Request message to BS 
b) Set Key Request retry timer to Operational Wait Timeout 
6-E Rekey Wait (Timeout) → Rekey Wait 
a) Send Key Request message to BS 
b) Set Key Request retry timer to Rekey Wait Timeout 
7-D Operational (TEK Refresh Timeout) → Rekey Wait 
a) Send Key Request message to BS 
b) Set Key Request retry timer to Rekey Wait Timeout 
8-B Op Wait (Key Reply) → Operational 
a) Clear Key Request retry timer 
b) Process contents of Key Reply message and incorporate new keying material into key database 
c) Set the TEK refresh timer to go off “TEK Grace Time” seconds prior to the key’s scheduled expiration 
8-E Rekey Wait (Key Reply) → Operational 
a) Clear Key Request retry timer 
b) Process contents of Key Reply message and incorporate new keying material into key database 
c) Set the TEK refresh timer to go off “TEK Grace Time” seconds prior to the key’s scheduled expiration 
9-B Op Wait (Key Reject) → Start 
a) Clear Key Request retry timer 
b) Terminate TEK FSM 
9-E Rekey Wait (Key Reject) → Start 
a) Clear Key Request retry timer 
b) Terminate TEK FSM 
c) Remove SAID keying material from key table

7.2.2 PKM Version 2
7.2.2.1 TEK exchange overview for PMP topology 
If the CPE and BS decide “No authorization” as their authorization policy, the CPE and BS shall perform neither SA-TEK handshake nor Key Request/Key Reply handshake. In this case, target SAID value, which may be included in DSA-REQ/RSP messages, shall be Null SAID. 
Upon achieving authorization, a CPE starts a separate TEK state machine for each of the SAIDs identified in the Authorization Reply or PKMv2 SA-TEK-RSP message, if data traffic encryption is provisioned for one or more service flows. Each TEK state machine operating within the CPE is responsible for managing the keying material associated with its respective SAID. 
TEK state machines periodically send Key Request messages to the BS, requesting a refresh of keying material for their respective SAIDs. The BS responds to a Key Request with a Key Reply message, containing the BS’s active keying material for a specific SAID. TEKs and KEKs may be either 64 bits or 128 bits long. SAs employing any ciphersuite with a basic block size of 128 bits shall use 128-bit TEKs and KEKs.
Otherwise 64-bit TEKs and KEKs shall be used. The name TEK-64 is used to denote a 64-bit TEK and TEK-128 is used to denote a 128-bit TEK. Similarly, KEK-64 is used to denote a 64-bit KEK and KEK-128 is used to denote a 128-bit KEK. 
For SAs using a ciphersuite employing DES-CBC, the TEK in the Key Reply is triple DES (3-DES) (encrypt-decrypt-encrypt or EDE mode) encrypted, using a two-key, 3-DES KEK derived from the AK. 

For SAs using a ciphersuite employing 128 bits keys, such as AES-CCM mode, the TEK in the Key Reply is AES encrypted using a 128-bit key derived from the AK and a 128-bit block size. 
Note that at all times the BS maintains two diversity sets of keying material per SAID. The lifetimes of the two generations overlap so that each generation becomes active halfway through the life of it predecessor and expires halfway through the life of its successor. A BS includes in its Key Replies both of an SAID’s active generations of keying material. 
For SAs using a ciphersuite employing CBC mode encryption the Key Reply provides the requesting CPE, in addition to the TEK and CBC IV, the remaining lifetime of each of the two sets of keying material. For SAs using a ciphersuite employing AES-CCM mode, the Key Reply provides the requesting CPE, in addition to the TEK, the remaining lifetime of each of the two sets of keying material. The receiving CPE uses these remaining lifetimes to estimate when the BS will invalidate a particular TEK and, therefore, when to schedule future Key Requests so that the CPE requests and receives new keying material before the BS expires the keying material the CPE currently holds. For AES-CCM mode, when more than half the available PN numbers in the 31-bit PN number space are exhausted, the CPE shall schedule a future Key Request in the same fashion as if the key lifetime was approaching expiry. The operation of the TEK state machine’s Key Request scheduling algorithm, combined with the BS’s regimen for updating and using an SAID’s keying material (see 7.3), ensures that the CPE will be able to continually exchange encrypted traffic with the BS. 
A TEK state machine remains active as long as 
a) The CPE is authorized to operate in the BS’s security domain, i.e., it has a valid AK, and 
b) The CPE is authorized to participate in that particular SA, i.e., the BS continues to provide fresh key-ing material during rekey cycles. 
The payloads of MAC PDUs sent on connections that belong to an SA that includes data encryption shall be encrypted. A MAC PDU with a payload received on such a connection with the EC bit not set shall be discarded. A MAC PDU without a payload received on such a connection shall be processed if its EC bit is set to 0, and should be discarded if its EC bit is set to 1.

7.2.2.2 Key derivation 
The PKMv2 key hierarchy defines what keys are present in the system and how the keys are generated. Since there are two authentication schemes, one based on RSA and one based on EAP, there are two primary sources of keying material. IEEE 802.22 systems shall use RSA based authentication scheme. The keys used to protect management message integrity and transport the TEKs are derived from source key material generated by the authentication and authorization processes. The RSA-based authorization process yields the pre-Primary AK (pre-PAK) and the EAP based authentication process yields the MSK. Keys used to protect MBS traffic are derived from the MBSAK, which is supplied by means outside the scope of this specification. These keys form the roots of the key hierarchy. All PKMv2 key derivations are based on the Dot16KDF algorithm as defined in 7.5.4.6.1. The MSK is the shared “master key” that is derived by the two sides in the course of executing the EAP inner method. The authentication part of the authorization flow (and the involvement of the generic EAP layer) is now complete. 

7.2.2.2.1 RSA-based authorization 

When the RSA-based authorization is negotiated as authorization policy, the PKMv2 RSA-Request, the PKMv2 RSA-Reply, the PKMv2 RSA-Reject, and the PKMv2 RSA-Acknowledgement messages are used to share the pre-PAK. The pre-PAK is sent by the BS to the SS encrypted with the public key of the SS certificate. Pre-PAK is mainly used to generate the PAK. The optional EIK for transmitting authenticated EAP payload (see 7.2.2.2.2) are also generated from pre-PAK: EIK | PAK = Dot16KDF(pre-PAK, SS MAC Address | BSID | “EIK+PAK”, 320) PAK will be used to generate the AK (see 7.2.2.2.3) if RSA authorization was used. PAK is 160 bits long. 

7.2.2.2.2 EAP authentication 
If a RSA mutual authorization took place before the EAP exchange, the EAP messages may be protected using EIK-EAP Integrity Key derived from pre-PAK (see 7.2.2.2.1). EIK is 160 bits long. The product of the EAP exchange that is transferred to IEEE 802.16 layer is the Master Session Key (MSK), which is 512 bits in length. This key is known to the AAA server, to the Authenticator (transferred from AAA server) and to the SS. The SS and the authenticator derive a PMK (Pairwise Master Key) by truncating the MSK to 160 bits. The PMK derivation from the MSK during first EAP method is as follows: PMK ⇐ truncate (MSK, 160) After the successful initial authentication, the SS shall initiate reauthentication prior to expiration of PMK lifetime by sending the PKMv2 EAP Start message signed by H/CMAC_KEY_U derived from the AK. Either the BS or SS may initiate reauthentication at any time prior to expiration of PMK lifetime. After expiration of the PMK lifetime, authentication must be performed using initial authentication procedures. 

7.2.2.2.3 AK derivation 

The AK will be derived by the BS and the CPE from the PMK (from EAP-based authorization procedure) and/ or the PAK (from RSA-based authorization procedure). Note that PAK and/or PMK can be used according to the value of Authorization Policy Support field included in the SBC-REQ/RSP messages. 

After the authorization procedure has been performed, the CPE and BS will both posses the PAK. After the EAP based authentication procedure, the MS and the Authenticator will both possess the PMK. If both the authorization and EAP based authentication procedure were performed, the CPE and the Authenticator will possess both the PAK and PMK. The derivation of the AK varies based on which keys are possessed. 

The AK shall be generated as follows: 

If (PAK and PMK) 

AK ⇐ Dot16KDF (PAK PMK, CPE MAC Address | BSID | PAK | “AK”, 160) 

Else 

If (PAK)

AK ⇐ Dot16KDF (PAK, CPE MAC Address | BSID | PAK | “AK”, 160) 

Else // PMK only 

AK ⇐ Dot16KDF(PMK, SS MAC Address | BSID | “AK”, 160); 

Endif 

Endif 

7.2.2.2.4 KEK derivation 

The KEK is derived directly from the AK. The KEK is defined in 7.2.2.2.9. It is used to encrypt the TEKs, GKEK and all other keys sent by the BS to SS in unicast message. 

7.2.2.2.5 GKEK derivation 

GKEK is randomly generated at the BS or a network entity (for example, an ASA server) and transmitted to the SS encrypted with the KEK. There is one GKEK per Group Security Association. GKEK is used to encrypt the GTEKs sent by the BS to the SSs in the same multicast group or MBS group. 

7.2.2.2.6 Traffic encryption key (TEK) 

The TEK is generated as a random number in the BS and is encrypted using the corresponding TEK encryption algorithm (e.g., AES key wrap for SAs with TEK encryption algorithm identifier in the cryptographic suite is equal to 0x04), keyed with the KEK and transferred between BS and CPE in the TEK exchange. 

7.2.2.2.6.1 Counter-based TEK Generation for HO (CONSIDER HAND-OVER AS ASSOCIATION WITH A DIFFERENT BS DURING CO-EXISTENCE ??)
When both sides (CPE and BS) indicate support for Seamless Handover, the TEKs, during handover, shall be generated by the BS and CPE respectively using the following formula: 
TEKi= Dot16KDF (KEK_prime, CMAC_KEY_COUNT_T | SAID | “TEKi Generation”, 128) 
In the above formula, KEK_prime is a simple transformation of KEK in order to cryptographically isolate the KEK used for encrypting the TEK (legacy) from KEK' used for generating the TEKs during HO. KEK’ is computed as follows: KEK_prime = Dot16KDF(KEK, “KEK for TEK Generation”, 128). 
The generated TEKs shall not be transferred between the BS and CPE. 
In the above equation, CMAC_KEY_COUNT_T (CMAC_KEY_COUNT for Traffic) is defined as follows: After the exchange of RNG-REQ and RNG-RSP messages that is used to establish a value for the CMAC_KEY_COUNT at the CPE and the BS, CMAC_KEY_COUNT_T = CMAC_KEY_COUNT. During handover before the exchange of RNG-REQ and RNG-RSP messages, CMAC_KEY_COUNT_TM = CMAC_KEY_COUNTM + 1 and CMAC_KEY_COUNT_TB = CMAC_KEY_COUNTN, where CMAC_KEY_COUNT_TM and CMAC_KEY_COUNT_TB are the values of CMAC_KEY_COUNT_T at the CPE and the BS respectively. 
Both the CPE and the BS shall compute the TEKs based on the current values of CMAC_KEY_COUNT_T. Initially, TEK0 and TEK1 Lifetimes are updated based on the value of the “TEK Lifetime” parameter sent to the CPE in BSHO-REQ/RSP during handover preparation. More specifically, the lifetime of TEK0 is set to “TEK Lifetime”/2 and the lifetime of TEK1 is set to “TEK_Lifetime”. PN0, PN1, RxPN0, and RxPN1 shall be initialized to 0. 
During handover, before any transmission of data between the CPE and the target BS, the CPE shall set CMAC_KEY_COUNT_TM = CMAC_KEY_COUNTM + 1 and TEK_COUNTM = 0 and the target BS shall set CMAC_KEY_COUNT_TB = CMAC_KEY_COUNTN and TEK-COUNTB = 0. Unless the CPE has cached a TEK context associated with the target BS and the current value of CMAC_KEY_COUNT_TM, the CPE shall generate new values for the TEKs using the above formula. Unless the target BS has cached a TEK context associated with the CPE and the current value of CMAC_KEY_COUNT_TB, the BS shall generate new values for the TEKs using the above formula. Otherwise the CPE and BS shall apply the TEKs and associated parameters, including PN windows, from the cached contexts.
Occasionally, CMAC_KEY_COUNT_TM and CMAC_KEY_COUNT_TB are not equal, in which case the generated TEKs will be different too. In such cases, the target BS may attempt self-synchronizing the value of CMAC_KEY_COUNT_TB by increasing the value until it can properly decode UL traffic. 
If the target BS receives a valid RNG-REQ message including a CMAC_KEY_COUNT TLV (see 7.2.2.2.9.1) from the CPE, and the received CMAC_KEY_COUNT value is different from CMAC_KEY_COUNT_TB, it shall set CMAC_KEY_COUNT_TB to the received CMAC_KEY_COUNT value and regenerate new values for the TEKs using the above formula. 
If the handover is not completed at the target BS, the target BS shall cache the TEK context until it can determine that CMAC_KEY_COUNTN has been incremented (e.g., by receiving a backbone message from the Authenticator). Likewise, the CPE shall cache the TEK context until it increments CMAC_KEY_COUNTM. See section 7.2.2.2.9.1 for further details on CMAC_KEY_COUNT handling. 

7.2.2.2.7 Group traffic encryption key (GTEK) 
The GTEK is used to encrypt data packets of the multicast service or the MBS and it is shared among all CPEs that belong to the multicast group or the MBS group. There are two GTEKs per GSA. The GTEK is randomly generated at the BS or at certain network node and is encrypted using same algorithms applied to encryption for TEK and transmitted to the CPE in broadcast or unicast messages. The GTEK in a PKMv2 Key-Reply message shall be encrypted by the KEK. Also, the GTEK in a PKMv2 Group Key Update Command message will be encrypted by the GKEK. 
7.2.2.2.8 MBS traffic key (MTK) 
The generation and transport of the MAK (MBS AK) is outside the scope of the IEEE 802.22 standard. It is provided through means defined at higher layers. However, the key such as the MTK is used in the link cipher; therefore, its existence needs to be defined in layer 2. The MTK is used to encrypt the MBS traffic data. It is defined as follows: 
MTK <= Dot16KDF(MAK, MGTEK | “MTK”, 128) 

The MGTEK is the GTEK for the MBS. A CPE can get the GTEK by exchanging the PKMv2 Key Request message and the PKMv2 Key Reply message with a BS or by receiving the PKMv2 Group-Key-Update- Command message from a BS. The generation and transport of the GTEK is defined as in 6.3.2.3.9 and 7.9.
7.2.2.2.9 Message authentication keys (HMAC/CMAC) and KEK derivation 
7.2.2.2.9.1 CMAC_KEY_COUNT_ management 
The CPE shall maintain a CMAC_KEY_COUNT counter for each PMK context, and the Authenticator is assumed to maintain a CMAC_KEY_COUNT counter for each PMK context, which is normally kept synchronized with the corresponding counter at the CPE. The value of this counter maintained by the CPE is denoted as CMAC_KEY_COUNTM and the value maintained by the Authenticator is denoted as CMAC_KEY_COUNTN. Each AK context that a BS maintains has a CMAC_KEY_COUNT value, which is denoted CMAC_KEY_COUNTB. 
7.2.2.2.9.1.1 Maintenance of CMAC_KEY_COUNTM by the CPE 
Upon successful completion of the PKMv2 Authentication or Re-authentication, and establishment of a new PMK, the CPE shall instantiate a new CMAC_KEY_COUNT counter and set its value to zero. In particular, this shall occur upon reception of the SA TEK Challenge message. The CPE shall initiate re-authentication before the CMAC_KEY_COUNTM reaches its maximum value of 65535. The CPE shall manage a separate CMAC_KEY_COUNTM counter for every active PMK context. Specifically, during re-authentication, after EAP completion, but before the activation of the new AK, the old CMAC_KEY_COUNTM (corresponding to the old PMK) shall be used for CMAC generation of MAC control messages, while the new CMAC_KEY_COUNTM shall be used for CMAC generation for PKMv2 3-way handshake messages. 
7.2.2.2.9.1.1.1 CMAC_KEY_LOCK state 
When the CPE decides to reenter the network or perform Secure Location Update (immediately prior to transmitting a RNG-REQ for re-entry or Secure Location Update to a first preferred BS), or handover to co-existence with a target BS (immediately prior to transmitting RNG-REQ for handover to co-existence to a first target BS), the CPE shall perform the following steps in the stated order: 
1) If the CPE is handing over entering in co-existence to a target BS, it shall cache the current values of CMAC_KEY_*Serving BS and CMAC_PN_*Serving BS used at the serving BS. 
2) The CPE shall increment the CMAC_KEY_COUNTM counter. 
3) The CPE shall enter the CMAC_Key_Lock state. 
For each BS to which it sends a RNG-REQ message for the first time while in the CMAC_Key_Lock state, the CPE shall re-compute new values of CMAC_KEY_*Preferred BS/Target BS based on the CMAC_KEY_COUNTM value and reset the CMAC_PN_*Preferred BS/Target BS counter values to zero. 
While in the CMAC_Key_Lock state, the CPE shall cache the values of the CMAC_PN_*Preferred BS/Target BS counters and CMAC_KEY_*Preferred BS/Target BS corresponding to each preferred or target BS to which it has sent an RNG REQ message. The CPE shall update and use these cached values for any subsequent message exchange with the same target or preferred BS while in the CMAC_Key_Lock state. 

When the CPE has completed network reentry at a preferred BS or has completed handover to entered in a co-existence mode with a target BS (in either case establishing the preferred BS or target BS as the new serving BS) or the CPE has completed Secure Location Update, or the CPE cancels handover and remains connected to its current serving BS, the CPE shall exit the CMAC_Key_Lock state. 
Upon exit of the CMAC_Key_Lock state, the CPE may purge the cached values of CMAC_PN_* and CMAC_KEY* for all BSs other than the serving BS. 
7.2.2.2.9.1.2 Processing of CMACK_KEY_COUNTB by the BS 
The BS may possess one or more AK contexts associated with the CPE, each of which includes the value of CMAC_KEY_COUNTB. This value shall be maintained as specified in subsequent paragraphs of this section. 
Upon successful completion of the PKMv2 Authentication or Re-authentication, and establishment of a new AK context, the BS shall set CMAC_KEY_COUNTB of the corresponding newly instantiated AK context to zero. In particular, this shall occur immediately prior to the transmission of the SA TEK Challenge message. The BS shall manage a separate CMAC_KEY_COUNTB for every AK context it is maintaining. Specifically, during re-authentication, after EAP completion, but before the activation of the new AK, the old CMAC_KEY_COUNTB (corresponding to the old AK context) shall be used for CMAC generation of MAC control messages, while the new CMAC_KEY_COUNTB shall be used for CMAC generation for PKMv2 3-way handshake messages. 
Upon receiving the RNG-REQ message from the CPE containing the CMAC_KEY_COUNT TLV, the BS shall compare the received CMAC_KEY_COUNT value, which is CMAC_KEY_COUNTM, with CMAC_KEY_COUNTN (i.e., the value of CMAC_KEY_COUNT counter maintained by the Authenticator for the corresponding PMK context). If CMAC_KEY_COUNTM < CMAC_KEY_COUNTN, the BS shall process the message as having an invalid CMAC tuple and send a RNG-RSP message requesting re-authentication; see sub-clauses 6.3.24.8.2.1 and 6.3.22.2.7. 
If CMAC_KEY_COUNTM < CMAC_KEY_COUNTN, the BS shall do the following: 
If the BS has no AK context for the CPE corresponding to the AK of the CMAC tuple TLV in the received RNG-REQ message, or CMAC_KEY_COUNTB < CMAC_KEY_COUNTM, the BS shall create a temporary AK context, generate the CMAC_KEY_* using CMAC_KEY_COUNTM, set CMAC_PN_* to zero, and validate the received RNG_REQ message. If it is valid, the BS shall set CMAC_KEY_COUNTB = CMAC_KEY_COUNTM, update the AK context and send a RNG-RSP message to the CPE including a CMAC tuple TLV. The BS shall cache the AK context in case it receives subsequent MAC management messages from the CPE. When the BS can determine that the CPE has exited the CMAC_Key_Lock state associated with CMAC_KEY_COUNTM and if it is not serving the CPE, it may purge the cached AK context. If the CMAC value is not valid, the BS shall send a RNG-RSP message requesting re-authentication; refer to subclauses 6.3.24.8.2.1 and 6.3.22.2.7. 
If the BS has established the AK context for the CPE corresponding to the AK of the CMAC-Tuple TLV in the received RNG-REQ message and CMAC_KEY_COUNTB = CMAC_KEY_COUNTM, the BS shall validate the received RNG-REQ using the cached AK context. If the CMAC value is valid, the BS shall send the RNG-RSP message to the CPE allowing legitimate entry. If the CMAC value is invalid, the BS shall send a RNG-RSP message requesting re-authentication; refer to subclauses 6.3.24.8.2.1 and 6.3.22.2.7. 
Once the CPE has completed network re-entry, cancelled handover, or completed Secure Location Update, the BS is assumed to inform the Authenticator and send to it the value of CMAC_KEY_COUNTM. 
7.2.2.2.9.1.3 Processing of CMAC_KEY_COUNT by the Authenticator (Informative) 
The Authenticator is assumed to maintain the CMAC_KEY_COUNTN for every CPE as part of its security context, called the AK Context, associated with each PMK. 
Upon successful completion of the PKMv2 Authentication or Re-authentication, and creation of a new PMK, the Authenticator sets the CMAC_KEY_COUNTN for the CPE to 1. In particular, setting the counter to 1 occurs when the Authenticator receives indication about the successful completion of EAP-based authentication. The Authenticator never sets the value to zero and only sets the value to 1 after a new PMK has been established. Effectively, the Authenticator maintains the next expected value of the CMAC_KEY_COUNT to be reported by the CPE during the next access. 
Upon receiving a request for the AK from the BS, the Authenticator returns the current value of CMAC_KEY_COUNTN. Upon receiving the indication of a successful Secure Location Update or network re-entry from a BS or an indication of a handover cancellation from the serving BS containing the CMAC_KEY_COUNTM, the Authenticator compares it to the locally maintained value of CMAC_KEY_COUNTN and selects the largest of the two as the valid value of the counter, and then increments the value of the counter by one, i.e., 
CMAC_KEY_COUNTN = MAX(CMAC_KEY_COUNTN, CMAC_KEY_COUNTM) + 1 
7.2.2.2.9.2 Derivation of message authentication codes 
Message authentication code keys are used to sign management messages in order to validate the authenticity of these messages. The message authentication code to be used is negotiated at CPE Basic Capabilities negotiation. 
There is a different key for UL and DL messages. Also, a different message authentication key is generated for a broadcast message (this is DL direction only) and for a unicast message. 
In general, the message authentication keys used to generate the CMAC value and the HMAC-Digest are derived from the AK. 
An alternative method of CMAC key generation, namely CMAC-0, may be used in the limited mobility en​vironments as described in Annex J. 

The keys used for CMAC key and for KEK are as follows: 
CMAC_PREKEY_U | CMAC_PREKEY_D | KEK ⇐ Dot16KDF(AK, CPE MAC Address | BSID | “CMAC_KEYS+KEK”, 384) 
CMAC_KEY_GD ⇐ Dot16KDF(GKEK, “GROUP CMAC KEY”,128) (Used for broadcast MAC message such as a PKMv2 Group-Key-Update-Command message) 
CMAC_KEY_U ⇐ AESCMAC_PREKEY_U(CMAC_KEY_COUNT) CMAC_KEY_D ⇐ AESCMAC_PREKEY_D(CMAC_KEY_COUNT) 
For a fixed CPE, the CMAC_KEY_COUNT shall be set to 0 in the derivation of the CMAC_KEY_U and CMAC_KEY_D at the BS and the CPE. Specifically, the preprocessed value of CMAC_PREKEY_* is treated as the Cipher Key of the Advanced Encryption Standard (AES) algorithm AES128 (FIPS197). The CMAC_KEY_COUNT is treated as the Input Block Plain Text of this algorithm. The AES128 algorithm is executed once. The Output Block Cipher Text of this algorithm is treated as the resulting CMAC_KEY_*. When CMAC_KEY_COUNT is used as an input of AES128 algorithm, 112 zero bits are prepadded before the 16-bit CMAC_KEY_COUNT where the CMAC_KEY_COUNT is regarded as most-significant-bit first order. 
The AES input is also defined as most-significant-bit first order. The keys used for HMAC key and for KEK are as follows: 
HMAC_KEY_U | HMAC_KEY_D | KEK ⇐ Dot16KDF(AK, SS MAC Address | BSID | “HMAC_KEYS+KEK”, 448) 
HMAC_KEY_GD ⇐ Dot16KDF(GKEK, “GROUP HMAC KEY”, 160) (Used for broadcast MAC message such as a PKMv2 Group-Key-Update-Command message) 
Exceptionally, the message authentication keys for the HMAC/CMAC Digest included in a PKMv2 Authenticated-EAP-Transfer message are derived from the EIK instead of the AK. 
The keys used for CMAC key and for KEK are as follows: 
CMAC_KEY_U | CMAC_KEY_D ⇐ Dot16KDF(EIK, SS MAC Address | BSID | “CMAC_KEYS”, 256) The keys used for HMAC key and for KEK are as follows: 
HMAC_KEY_U | HMAC_KEY_D ⇐ Dot16KDF(EIK, SS MAC Address | BSID | “HMAC_KEYS”, 320)
7.2.2.2.10 Key hierarchy 

Figure 162 outlines the process to calculate the AK when the RSA-based authorization process has taken place, but where the EAP based authentication process has not taken place, or the EAP method used has not yielded an MSK.

[image: image10.emf]
Figure 162. AK from PAK Only (from RSA based authorization)

Figure 163 outlines the process to calculate the AK when both the RSA-based authorization exchange has taken place, yielding a PAK and the EAP based authentication exchange has taken place, yielding an MSK.
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Figure. AK from PAK and PMK (RSA based and EAP based authorization)

Figure 165 outlines the unicast key hierarchy starting from the AK.
[image: image12.emf]
Figure 165. HMAC / CMAC/ KEK derivation from AK

Figure 166 outlines the MBS key hierarchies starting from the MAK.
[image: image13.emf]
Figure 166. MTK key derivation from MAK
7.2.2.2.11 Maintenance of PMK and AK

The BS and SS maintain cached PMK and AK as follows:

a) PMK caching

An SS caches a PMK upon successful EAP authentication. An Authenticator caches a PMK upon its receipt via the AAA protocol. Upon caching a new PMK for a particular SS, an Authenticator shall delete any PMK for that SS (as well as all associated AKs).

For the case of reauthentication, deletion of old PMKs at Authenticator and SS is accomplished via the switchover mechanism described in this subclause using the messages in 6.3.2.3.9.20.

The Authenticator and SS will additionally delete PMKs and/or associated AKs in various situations— including lifetime expiration, reauthentication, and reclamation of memory resources, or as the result of other mechanisms beyond the scope of this specification.

In the case of re-authentication, the older PMK and its AKs shall be deleted by the SS after verifying the HMAC or CMAC of the PKMv2 SA-TEK challenge message and the BS after verifying the HMAC/CMAC of the PKMv2 SA-TEK request message.

b) AK activation and deactivation

Successful completion of the 3-way SA-TEK handshake causes the activation of all the AKs associated with the new PMK (i.e., all AKs on BSs associated with the current authenticator will be active).

If the packet counter belonging to a short HMAC or a CMAC key reaches its maximum value, the associated AK becomes permanently deactivated.

The BS and SS must maintain the AK context (i.e., replay counters etc.) as long as they retain the

AK.

7.2.2.2.12 PKMv2 PMK and AK switching methods

Once the PKMv2 SA-TEK 3-way handshake begins, the BS and SS shall use the new AK matching the new PMK context for the 3-way handshake messages. Other messages shall continue to use the old AK until the 3-way handshake completes successfully. Upon successful completion of the 3-way handshake, all messages shall use the new AK. The old AK matching the old PMK context may be used for receiving packets before the “frame number” attribute specified in PKMv2 SA-TEK-response message.

7.2.2.3 Associations

Keying material is held within associations. There are three types of association: The security associations (SA) that maintain keying material for unicast connections; group security associations (GSA) that hold keying material for multicast groups; and MBSGSAs that hold keying material for MBS services. If SS and BS decide “No authorization” as their authorization policy, they do not have any security association. In this case, Null SAID shall be used as the target SAID field in DSA-REQ/RSP messages.

7.2.2.3.1 Security associations

A security association contains keying material that is used to protect unicast connections. The contents of an SA are as follows:

The SAID, a 16-bit identifier for the SA. The SAID shall be unique within a BS.

The KEK, a 128-bit key encryption key, derived from the AK.

TEK0 and TEK1, 128-bit traffic encryption keys, generated within the BS and transferred from the BS to the SS using a secure key exchange.

The TEK Lifetimes TEK0 and TEK1, a key aging lifetime value.

PN0 and PN1, 32-bit packet numbers for use by the link cipher.

RxPN0 and RxPN1, 32-bit receive sequence counter, for use by the link cipher.

A security association is shared between an SS and a BS or, in case of ongoing MDHO(FBSS) between CPE and BSs from Diversity Set.

7.2.2.3.2 Group Security Association

The Group Security Association (GSA) contains keying material used to secure multicast groups. These are defined separately from SAs since GSA offer a lower security bound than unicast security associations, since keying material is shared between all members of the group, allowing any member of the group to forge traffic as if it came from any other member of the group.

The contents of a GSA are as follows:

The Group Key Encryption Key (GKEK). Serves the same function as an SA KEK but for a GSA.

The Group Traffic Encryption Key (GTEK). Served the same function as an SA TEK but for a GSA.

7.2.2.3.3 MBS Group Security Association

The primary keying material in the MBS Group Security Association is the MAK. The MAK is provisioned by an external entity, such as an MBS server. The MAK may be common among members of an MBS group.

The contents of an MBSGSA are as follows:

The MAK, a 160-bit MBS AK, serves the same function as the AK but local to the MBSGSA.

The MGTEK, a 128-bit MBS Group Traffic Encryption Key, used indirectly to protect MBS traffic. It is

updated more frequently that the MAK.

The MTK (MBS Traffic Key) a 128-bit key used to protect MBS traffic, derived from the MAK and

MGTEK.

The MGTEK is a random number provisioned by the access network such as a BS as an access network

authorization key. It is only used for generating MTK together with MAK.

In MBS Group Security Association, the usage of MGTEK is same as that of GTEK.

Key encryption algorithm and key transport mechanism of GTEK shall be also applied for MGTEK.

7.2.2.4 Security context

The security context is a set of parameters linked to a key in each hierarchy that defines the scope while the key usage is considered to be secure. Examples of these parameters are key lifetime and counters ensuring the same encryption will not be used more than once. When the context of the key expires, a new key should be obtained to continue working.

The purpose of this subclause is to define the context that belongs to each key, how it is obtained and the

scope of its usage.

7.2.2.4.1 AK context

The PMK key has two phases of lifetime: the first begins at PMK creation and the second begins after validation by the 3-way handshake.

The phases ensure that when the PMK is created it will be defined with the PMK or PAK pre-handshake lifetime and after successful 3-way handshake, this lifetime may be enlarged using the PMK lifetime TLV within the 3-way handshake.

If the cached AK and associated context is lost by either BS or SS, no new AKs can be derived from this

PMK on handover. Cached AKs that were derived from the PMK can continue to be used in HO.

Reauthentication is required to obtain a new PMK so as to derive new AKs.

The AK context is described in Table 133a.

Table – AK Context in PKMv2
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7.2.2.4.2 GKEK context

The GKEK is the head of the group key hierarchy. There is a separate GKEK for each group (each GSA).

This key is randomly generated by the BS and transferred to the SS encrypted with KEK. It is used to

encrypt group TEKs (GTEK) when broadcasting them to all SSs. The GKEK context is described in Table 133b.
Table – GKEK Context

[image: image15.emf]
GKEK or KEK can be used for encrypting MGTEK for MBS GSA.

7.2.2.4.3 PMK context

The PMK context includes all parameters associated with the PMK. This context is created when EAP

Authentication completes.

The PMK context is described in Table 133c.
Table – PMK Context

[image: image16.emf]
7.2.2.4.4 PAK context

The PAK context includes all parameters associated with the PAK. This context is created when RSA

Authentication completes.

The PAK context is described in Table 133d.
Table – PAK Context
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7.2.2.5 TEK state machine

The TEK state machine consists of seven states and eleven events (including receipt of messages) that may trigger state transitions. Like the Authorization state machine, the TEK state machine is presented in both a state flow diagram (Figure 134) and a state transition matrix (Table 134). As was the case for the Authorization state machine, the state transition matrix shall be used as the definitive specification of protocol actions associated with each state transition.

Shaded states in Figure 131 (Operational, Rekey Wait, Rekey Reauthorize Wait, and M&B Rekey InterimWait) have valid keying material and encrypted traffic may be sent.

The SAID may be replaced by the GSAID for the multicast service or the broadcast service. And, the TEK may be also replaced by the GTEK for the multicast service or the broadcast service.

The Authorization state machine starts an independent TEK state machine for each of its authorized SAIDs. As mentioned in 7.2.2, the BS maintains two active TEKs per SAID.

For the unicast service, the BS includes in its Key Replies both of these TEKs, along with their remaining lifetimes. 
The BS encrypts downlink traffic with the older of its two TEKs and decrypts uplink traffic witheither the older or newer TEK, depending upon which of the two keys the SS was using at the time. The SS encrypts uplink traffic with the newer of its two TEKs and decrypts downlink traffic with either the older or newer TEK, depending upon which of the two keys the BS was using at the time. See 7.3 for details on SS and BS key usage requirements.

For the multicast service or the broadcast service, the BS may include both of GTEKs in its Key Reply messages, when an SS request traffic keying material. And, the BS may include the newer GTEK in the KeyUpdate Command message, when the BS transmits the new traffic keying material in key push mode. The BS encrypts downlink traffic with current GTEK. The SS decrypts downlink traffic with either the older or newer GTEK, depending upon which of the two keys the BS is using at the time. See 7.9 for details on SS and BS key usage requirements.

Through operation of a TEK state machine, the SS attempts to keep its copies of an SAID’s TEKs

synchronized with those of its BS. A TEK state machine issues Key Requests to refresh copies of its SAID’s keying material soon after the scheduled expiration time of the older of its two TEKs and before the expiration of its newer TEK. To accommodate for SS/BS clock skew and other system processing and transmission delays, the SS schedules its Key Requests a configurable number of seconds before the newer TEK’s estimated expiration in the BS. With the receipt of the Key Reply, the SS shall always update its records with the TEK Parameters from both TEKs contained in the Key Reply message. TEK Parameters contained in the two Key Update Command messages for the multicast service or the broadcast service.
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Figure. TEK State Machine Flow Diagram

Table – TEK State Transition Finite State Machine
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7.2.2.5.1 States

Start: This is the initial state of the FSM. No resources are assigned to or used by the FSM in this state—e.g., all timers are off, and no processing is scheduled.

Operational Wait (Op Wait): The TEK state machine has sent its initial request (Key Request) for its SAID’s keying material (TEK and CBC initialization vector), and is waiting for a reply from the BS.

Operational Reauthorize Wait (Op Reauth Wait): The wait state the TEK state machine is placed in if it does not have valid keying material while the Authorization state machine is in the middle of a reauthorization cycle.

Operational: The SS has valid keying material for the associated SAID.

Rekey Wait: The TEK Refresh Timer has expired and the SS has requested a key update for this SAID. Note that the newer of its two TEKs has not expired and may still be used for both encrypting and decrypting data traffic.

Rekey Reauthorize Wait (Rekey Reauth Wait): The wait state the TEK state machine is placed in if the TEKstate machine has valid traffic keying material, has an outstanding request for the latest keying material, and the Authorization state machine initiates a reauthorization cycle.

M&B Rekey Interim Wait (Multicast & Broadcast Rekey Interim Wait): This state is defined only for the

multicast service or the broadcast service. This state is the wait state the TEK state machine is placed in if the TEK state machine has valid traffic keying material and receives the new GKEK from the BS.

7.2.2.5.2 Messages

Note that the message formats are defined in detail in 6.3.2.3.9.

Key Request: Request a TEK for this SAID. Sent by the SS to the BS and authenticated with keyed message digest. The message authentication key is derived from the AK.

Key Reply: Response from the BS carrying the two diversity sets of traffic keying material for this SAID. Sent by the BS to the SS, it includes the SAID’s TEKs, encrypted with a KEK derived from the AK or the GSAID’s GTEK, encrypted with a GKEK randomly generated from the BS or the ASA server. The Key Reply message is authenticated with a keyed message digest; the authentication key is derived from the AK.

Key Reject: Response from the BS to the SS to indicate this SAID is no longer valid and no key will be sent. The Key Reject message is authenticated with a keyed message digest; the authentication key is derived from the AK.

TEK Invalid: The BS sends an SS this message if it determines that the SS encrypted an uplink PDU with an invalid TEK, i.e., an SAID’s TEK key sequence number, contained within the received PDU’s MAC Header, is out of the BS’s range of known, valid sequence numbers for that SAID.

Key Update Command: Push a GTEK for this GSAID for the multicast service or the broadcast service. Sent by the BS to the SS and authenticate with keyed message digest. The message authentication key is derived from the AK in the Key Update Command message for the GKEK update mode. The message authentication key is derived from the GKEK in the Key Update Command message for the GTEK update mode.
7.2.2.5.3 Events

Stop: Sent by the Authorization FSM to an active (non-START state) TEK FSM to terminate TEK FSM and remove the corresponding SAID’s keying material from the SS’s key table. See Figure 130k.

Authorized: Sent by the Authorization FSM to a non-active (START state) TEK FSM to notify TEK FSM of successful authorization. See Figure 130k.

Authorization Pending (Auth Pend): Sent by the Authorization FSM to TEK FSM to place TEK FSM in a wait state while Authorization FSM completes reauthorization. See Figure 130k.

Authorization Complete (Auth Comp): Sent by the Authorization FSM to a TEK FSM in the Operational

Reauthorize Wait or Rekey Reauthorize Wait states to clear the wait state begun by the prior Authorization Pending event. See Figure 130k.

TEK Invalid: This event is triggered by either an SS’s data packet decryption logic or by the receipt of a

TEK Invalid message from the BS.

An SS’s data packet decryption logic triggers a TEK Invalid event if it recognizes a loss of TEK key

synchronization between itself and the encrypting BS. For example, an SAID’s TEK key sequence number, contained within the received downlink MAC PDU header, is out of the SS’s range of known sequence numbers for that SAID.

A BS sends an SS a TEK Invalid message, triggering a TEK Invalid event within the SS, if the BS’s

decryption logic recognizes a loss of TEK key synchronization between itself and the SS.

Timeout: A retry timer timeout. Generally, the particular request is retransmitted.

TEK Refresh Timeout: The TEK refresh timer timed out. This timer event signals the TEK state machine to issue a new Key Request in order to refresh its keying material. The refresh timer is set to fire a configurable duration of time (TEK Grace Time) before the expiration of the newer TEK the SS currently holds. This is configured via the BS to occur after the scheduled expiration of the older of the two TEKs.

GKEK Updated: This event is triggered when the SS receives the new GKEK through the Key Update Command message for the GKEK update mode.

GTEK Updated: This event is triggered when the SS receives the new GTEK and traffic keying material

through the Key Update Command message for the GTEK update mode.

7.2.2.5.4 Parameters

All configuration parameter values take the default values from Table 343 or may be specified in Auth Reply

message.

Operational Wait Timeout: Timeout period between sending of Key Request messages from the Op Wait state (see 11.9.19.4).

Rekey Wait Timeout: Timeout period between sending of Key Request messages from the Rekey Wait state (see 11.9.19.5).

TEK Grace Time: Time interval, in seconds, before the estimated expiration of a TEK that the SS starts

rekeying for a new TEK. TEK Grace Time takes the default value from Table 343 or may be specified in a configuration setting within the Auth Reply message and is the same across all SAIDs (see 11.9.19.6).

M&B TEK Grace Time (Multicast & Broadcast TEK Grace Time): Time interval, in seconds, before the estimated expiration of an old distributed GTEK.

7.2.2.5.5 Actions

Actions taken in association with state transitions are listed by <event> (<rcvd message>) --> <state>:

1-B Op Wait (Stop) (Start

a) Clear Key Request retry timer

b) Terminate TEK FSM

1-C Op Reauth Wait (Stop) (Start

a) Terminate TEK FSM

1-D Operational (Stop) (Start

a) Clear TEK refresh timer, which is timer set to go off “TEK Grace Time” seconds prior to the TEK’s scheduled expiration time

b) Terminate TEK FSM

c) Remove SAID keying material from key table

1-E Rekey Wait (Stop) (Start

a) Clear Key Request retry timer

b) Terminate TEK FSM

c) Remove SAID keying material from key table

1-F Rekey Reauth Wait (Stop) (Start

a) Terminate TEK FSM

b) Remove SAID keying material from key table

2-A Start (Authorized) (Op Wait

a) Send Key Request message to BS

b) Set Key Request retry timer to Operational Wait Timeout

3-B Op Wait (Auth Pend) (Op Reauth Wait

a) Clear Key Request retry timer

3-E Rekey Wait (Auth Pend) (Rekey Reauth Wait

a) Clear Key Request retry timer

4-C Op Reauth Wait (Auth Comp) (Op Wait

a) Send Key Request message to BS

b) Set Key Request retry timer to Operational Wait Timeout

4-F Rekey Reauth Wait (Auth Comp) (Rekey Wait

a) Send Key Request message to BS

b) Set Key Request retry timer to Rekey Wait Timeout

5-D Operational (TEK Invalid) (Op Wait

a) Clear TEK refresh timer

b) Send Key Request message to BS

c) Set Key Request retry timer to Operational Wait Timeout

d) Remove SAID keying material from key table

5-E Rekey Wait (TEK Invalid) (Op Wait

a) Clear TEK refresh timer

b) Send Key Request message to BS

c) Set Key Request retry timer to Operational Wait Timeout

d) Remove SAID keying material from key table

5-F Rekey Reauth Wait (TEK Invalid) (Op Reauth Wait

a) Remove SAID keying material from key table

6-B Op Wait (Timeout) (Op Wait

a) Send Key Request message to BS

b) Set Key Request retry timer to Operational Wait Timeout

6-E Rekey Wait (Timeout) (Rekey Wait

a) Send Key Request message to BS

b) Set Key Request retry timer to Rekey Wait Timeout

7-D Operational (TEK Refresh Timeout) (Rekey Wait

a) Send Key Request message to BS

b) Set Key Request retry timer to Rekey Wait Timeout

7-G M&B Rekey Interim Wait (TEK Refresh Timeout) -> Rekey Wait

a) Send Key Request message to BS

b) Set Key Request retry timer to Rekey Wait Timeout

8-B Op Wait (Key Reply) (Operational

a) Clear Key Request retry timer

b) Process contents of Key Reply message and incorporate new keying material into key database

c) Set the TEK refresh timer to go off “TEK Grace Time” seconds prior to the newer key’s scheduled expiration

8-E Rekey Wait (Key Reply) (Operational

a) Clear Key Request retry timer

b) Process contents of Key Reply message and incorporate new keying material into key database

c) Set the TEK refresh timer to go off “TEK Grace Time” seconds prior to the newer key’s scheduled expiration

9-B Op Wait (Key Reject) (Start

a) Clear Key Request retry timer

b) Terminate TEK FSM

9-E Rekey Wait (Key Reject) (Start

a) Clear Key Request retry timer

b) Terminate TEK FSM

c) Remove SAID keying material from key table

10-D Operational (GKEK Updated) -> M&B Rekey Interim Wait

a) Process contents of Key Update Command message for the GKEK update mode and incorporate new GKEK into key database

11-G M&B Rekey Interim Wait (GTEK Updated) -> Operational

a) Clear Key Request retry timer

b) Process contents of Key Update Command message for the GTEK update mode and incorporate new traffic keying material into key database

c) Set the TEK refresh timer to go off “TEK Grace Time” seconds prior to the key’s scheduled expiration

7.3 Key Usage

Replace Figure 134 TEK Management in BS and SS with the following figure:

[image: image20.emf]
Figure. TEK Management in BS and SS

7.6 Certificate Profile
7.6.1 Certificate Format

This subclause describes the X.509 Version 3 certificate format and certificate extensions used in IEEE 802.22-compliant CPEs.  The X.509 Version 3 format is defined in IETF RFC 2459.  ASN.1 encoding of algorithm identifiers are also further described in IETF RFC 3279.  The basic X.509 Version 3 certificate format is retained from the reference system. Table 7.6.1-1 highlights the fields of a X.509v3 certificate.

Table 7.6.1-1- Fields of X.509 Version 3 Certificate
	X.509 Version 3 Field
	Description

	tbsCertificate.version
	Indicates X.509 certificate version. Always set to 3

	tbsCertificate.serialNumber
	Unique integer the issuing CA assigns to the certificate.

	tbsCertificate.signature
	Object identifier (OID) and optional parameters defining algorithm used to sign the certificate. This field shall contain the same algorithm identifier as the signatureAlgorithm field.

	tbsCertificate.issuer
	Distinguished Name of the CA that issued the certificate.

	tbsCertificate.validity
	Specifies when the certificate becomes active and when it expires.

	tbsCertificate.subject
	Distinguished Name identifying the entity whose public key is certified in the subjectpublic key information field.

	tbsCertificate.subjectPublicKeyInfo
	Field contains the public key material (public key and parameters) and the identifier of the algorithm with which the key is used

	tbsCertificate.issuerUniqueID
	Optional field to allow reuse of issuer names over time.

	tbsCertificate.subjectUnique ID
	Optional field to allow reuse of subject names over time.

	tbsCertificate.extensions
	The extension data.

	signatureAlgorithm
	OID and optional parameters defining algorithm used to sign the certificate. This field shall contain the same algorithm identifier as the signature field in tbsCertificate.

	signatureValue
	Digital signature computed upon the ASN.1 DER encoded tbsCertificate.


All certificates described in this specification shall be based on RSA of ECC. With RSA, the RSA signature algorithm SHA-1 is used as the one-way hash function. The RSA signature algorithm is described in PKCS #1; SHA-1 is described in FIPS 180-1. 
For ECC certificates elliptic curve domain parameters can be generated according to procedures defined in Section A.3 of ANSI X9.62-2005.  Example parameters sets of parameters can be found in FIPS 186-3 and ANSI X9.63-2001.  Domain parameters sets that are selected will produce keys of no less than 160 and no greater than 256 bits in length.

Restrictions posed on the certificate values are described in 7.6.1.x through 7.6.1.x. 
7.6.1.1 tbsCertificate.validity.notBefore and tbsCertificate.validity.notAfter
CPE certificates shall not be renewable and shall thus have a validity period greater than the operational lifetime of the CPE. A Manufacturer/ServiceProvider CA certificate’s validity period should exceed that of the CPE certificates it issues. The validity period of an CPE certificate shall begin with the date of generation of the device’s certificate; the validity period should extend out to at least 10 years after that manufacturing date. Validity periods shall be encoded as UTCTime. UTCTime values shall be expressed Greenwich Mean Time (Zulu) and shall include seconds (i.e., times are YYMMDDHHMMSSZ), even where the number of seconds is zero.
7.6.1.2 tbsCertificate.serialNumber

Serial numbers for CPE certificates signed by a particular issuer shall be assigned by the manufacturer in increasing order. Thus, if the tbsCertificate.validity.notBefore field of one certificate is greater than the tbsCertificate.validity.notBefore field of another certificate, then the serial number of the first certificate shall be greater than the serial number of the second certificate.
7.6.1.3 tbsCertificate.signature and signatureAlgorithm

Certificates can be signed with the RSA or ECDSA (ANSI X9.62-2005) algorithms.  ECDSA is the elliptic curve analog of the DSA signature algorithm.  The following two sub-sections define OIDs that represent values for tbsCertificate.signature and signatureAlgorithm fields of the X.509v3 certificate to describe each algorithm.

7.6.1.3.1 RSA signature & signatureAlgorithm

The RSA signature algorithm (PKCS #1, IETF RFC 2313), which makes use of SHA-1 is described in FIPS 180-1) as the one-way hash algorithm.  The ASN.1 OID used to describe the RSA signature algorithm using SHA-1 is as follows:


sha-1WithRSAEncryption OBJECT IDENTIFIER ::= 


{ iso(1) member-body(2) us(840) rsadsi(113549) pkcs(1) pkcs-1(1) 5}

The calculation and encoding of the signature value is described in PKCS #1 (IETF RFC 2313) specification.  The signature value is calculated over the rest of ASN.1 encoded certificate,  then inserted signatureValue field of the certificate. 


7.6.1.3.2 ECC signature & signatureAlgorithm

ECDSA itself is identified by OIDs arranged in the following manner:


ansi-X9-62  OBJECT IDENTIFIER ::= {

           

iso(1) member-body(2) us(840) 10045 }


id-ecSigType OBJECT IDENTIFIER  ::=  {

           

ansi-X9-62 signatures(4) }

ECDSA also uses SHA-1 as the one-way hash function.  The ASN.1 OID used to described the ECDSA signature algorithm using SHA-1 is as follows:


ecdsa-with-SHA1  OBJECT IDENTIFIER ::= {



id-ecSigType 1 }

The calculation and encoding of the signature value is described in ANSI X9.62-2005.  This process outputs two values (r and s).  The signature value is calculated over the rest of ASN.1 encoded certificate,  then inserted signatureValue field of the certificate using the following ASN.1 encoded data structure:


Ecdsa-Sig-Value  ::=  SEQUENCE  {



r     INTEGER,



s     INTEGER  }

7.6.1.4 tbsCertificate.issuer and tbsCertificate.subject

X.509 Names are SEQUENCES of RelativeDistinguishedNames, which are in turn SETs of AttributeTypeAndValue. AttributeTypeAndValue is a SEQUENCE of an AttributeType (an OBJECT IDENTIFIER) and an AttributeValue. The value of the countryName attribute shall be a two-character PrintableString, chosen from ISO 3166; all other AttributeValues shall be encoded as either T.61/TeletexString or PrintableString character strings. The PrintableString encoding shall be used if the character string contains only characters from the PrintableString set. Specifically:

abcdefghijklmnopqrstuvwxyz

ABCDEFGHIJKLMNOPQRSTUVWXYZ

0123456789

’()+,–./:=? and space

The T.61/TeletexString shall be used if the character string contains other characters. The following OIDs are needed for defining issuer and subject Names in PKM certificates:
id-at OBJECT IDENTIFIER ::= {joint-iso-ccitt(2) ds(5) 4}

id-at-commonName OBJECT IDENTIFIER ::= {id-at 3}

id-at-countryName OBJECT IDENTIFIER ::= {id-at 6}

id-at-localityName OBJECT IDENTIFIER ::= {id-at 7}

id-at-stateOrProvinceName OBJECT IDENTIFIER ::= {id-at 8}

id-at-organizationName OBJECT IDENTIFIER ::= {id-at 10}

id-at-organizationalUnitName OBJECT IDENTIFIER ::= {id-at 11}
The following subclauses describe the attributes that comprise the subject Name forms for each type of PKM certificate. Note that the issuer name form is the same as the subject of the issuing certificate. Additional attribute values that are present but unspecified in the following forms should not cause a device to reject the certificate.
7.6.1.4.1 Manufacturer/ServiceProvider certificate

countryName=<Country of Manufacturer/ServiceProvider>

[stateOrProvinceName=<state/province>]

[localityName=<City>]

organizationName=<Company Name>

organizationalUnitName=WirelessRAN

[organizationalUnitName=<Manufacturing Location>]

commonName=<Company Name> <Certification Authority>
The countryName, organizationName, and commonName attributes shall be included and shall have the values shown. The organizationalUnitName having the value “WirelessMAN” shall be included. The organizationalUnitName representing manufacturing location should be included. If included, it shall be preceded by the organizationalUnitName having value “WirelessMAN.” The stateOrProvinceName and localityName may be included. Other attributes are not allowed and shall not be included.
7.6.1.4.2 CPE Certificate

countryName=<Country of Manufacturer/ServiceProvider>

organizationName=<Company Name>

organizationalUnitName=<manufacturing location>

commonName=<Serial Number>

commonName=<MAC Address>
The MAC address shall be the CPE’s MAC address. It is expressed as six pairs of hexadecimal digits separated by colons (:), e.g., “00:60:21:A5:0A:23.” The Alpha HEX characters (A–F) shall be expressed as uppercase letters.

The organizationalUnitName in an CPE certificate, which describes the modem’s manufacturing location, should be the same as the organizationalUnitName in the issuer Name describing a manufacturing location.

The countryName, organizationName, organizationalUnitName, and commonName attributes shall be included. Other attributes are not allowed and shall not be included.

7.6.1.4.3 BS Certificate

countryName=<Country of Operation>

organizationName=< Name of Infrastructure Operator>

organizationalUnitName=<WirelessRAN>

commonName=<Serial Number>

commonName=<BS Id>
The BS Id field shall contain the operator-defined BSId.1 It is expressed as six pairs of hexadecimal digits separated by colons (:), e.g., “00:60:21:A5:0A:23.” The Alpha HEX characters (A-F) shall be expressed as uppercase letters.
7.6.1.5 tbsCertificate.subjectPublicKeyInfo

The tbsCertificate.subjectPublicKeyInfo field contains the public key and the public key algorithm identifier. The following two subsections describe OIDs used to encode this information for RSA public keys (7.6.1.5.1) and ECDSA/ECDH public keys (7.6.1.5.2).

7.6.1.5.1 RSA Public Keys

The OID that identify RSA encryption for a certificate are defined as follows:


pkcs-1 OBJECT IDENTIFIER ::= { iso(1) member-body(2) us(840) 



rsadsi(113549) pkcs(1) 1} 


rsaEncryption OBJECT IDENTIFIER ::= { pkcs-1 1}

The OID that identifies RSA public keys in a certificate is defined as follows: 


RSAPublicKey ::= SEQUENCE {



modulus            INTEGER,    -- n



publicExponent     INTEGER  }  -- e

7.6.1.5.2 ECDSA/ECDH Public Keys

ECDH (ANSI X9.63-2001) is the elliptic curve analog of Diffie-Hellman agreement.  The OIDs and parameters used to encode information are similar for ECDSA signatures and ECDH encryption, and arranged in the following manner:


ansi-X9-62 OBJECT IDENTIFIER ::=

                             { iso(1) member-body(2) us(840) 10045 }


id-public-key-type OBJECT IDENTIFIER  ::= { ansi-X9.62 2 }

 
id-ecPublicKey OBJECT IDENTIFIER ::= { id-publicKeyType 1 }

Each elliptic curve public key is associated with a set of elliptic curve parameters.  The OIDs that define the elliptic curve parameters are arranged as follows:


EcpkParameters ::= CHOICE {



ecParameters  ECParameters,



namedCurve    OBJECT IDENTIFIER,



implicitlyCA  NULL }

If ecParameters are inherited from the certificate authority, then the implicitlyCA value is included in EcpkParameters and is set to NULL.  ecParameters and its components are defined as follows:


ECParameters ::= SEQUENCE {



version   ECPVer,          -- version is always 1



fieldID   FieldID,         -- identifies the finite field over

                        

            -- which the curve is defined



curve     Curve,           -- coefficients a and b of the

                         

           -- elliptic curve



base      ECPoint,         -- specifies the base point P

                        

            -- on the elliptic curve



order     INTEGER,         -- the order n of the base point



cofactor  INTEGER OPTIONAL -- The integer h = #E(Fq)/n

         
}

    
ECPVer ::= INTEGER {ecpVer1(1)}


Curve ::= SEQUENCE {



a         FieldElement,



b         FieldElement,



seed      BIT STRING OPTIONAL }


FieldElement ::= OCTET STRING


ECPoint ::= OCTET STRING

ECPoint represents the base point of an elliptic curve and can take on two forms, compressed and uncompressed (defined in ANSI X9.62-2005).  For certificates the encoding of ECPoint shall be supported by the uncompressed form.  The compressed form may (optionally) be used instead.

The elliptic curve domain parameters can be generated according to procedures defined in Section A.3 of ANSI X9.62-2005.  Example parameters sets of parameters can be found in FIPS 186-3 and ANSI X9.63-2001.  Domain parameters sets that are selected will produce keys of no less than 160 and no greater than 224 bits in length.

7.6.1.6 tbsCertificate.issuerUniqueID and tbsCertificate.subjectUniqueID

The issuerUniqueID and subjectUniqueID fields shall be omitted for all of the PKM’s certificate types.

7.6.1.7 tbsCertificate.extensions

7.6.1.7.1 CPE Certificates

CPE certificates may contain noncritical extensions; they shall not contain critical extensions. If the KeyUsage extension is present, the keyAgreement and keyEncipherment bits shall be turned on, keyCertSign and cRLSign bits shall be turned off, and all other bits should be turned off.

7.6.1.7.2 BS Certificates

Manufacturer/ServiceProvider certificates may contain the Basic Constraints extension. If included, the Basic Constraints extension may appear as a critical extension or as a noncritical extension. Manufacturer/ServiceProvider certificates may contain noncritical extensions; they shall not contain critical extensions other than, possibly, the Basic Constraints extension. If the KeyUsage extension is present in a Manufacturer/ServiceProvider certificate, the keyCertSign bit shall be turned on and all other bits should be turned off.

7.6.1.8 signatureValue

In all three PKM certificate types, the signatureValue can contain either the RSA (with SHA-1) or ECDSA signature computed over the ASN.1 DER encoded tbsCertificate. The ASN.1 DER encoded tbsCertificate is used as input to the RSA signature function. The resulting signature value is ASN.1 encoded as a bit string and included in the Certificate’s signatureValue field.

7.6.2 Certificate Storage and Management

7.6.2.1 Certificate Storage and Management in CPE

Manufacturer/ServiceProvider-issued CPE certificates shall be stored in CPE permanent, write-once memory. SSs that have factory-installed RSA private/public key pairs shall also have factory-installed CPE certificates. SSs that rely on internal algorithms to generate an RSA key pair shall support a mechanism for installing a manufacturer-issued CPE certificate following key generation. The CA certificate of the Manufacturer/ServiceProvider CA that signed the CPE certificate shall be embedded into the CPE software. If a manufacturer issues CPE certificates with multiple Manufacturer/ServiceProvider CA certificates, the CPE software shall include ALL of that manufacturer’s CA certificates. The specific Manufacturer/ServiceProvider CA certificate installed by the CPE [i.e., advertised in Authentication Information messages and returned by the management information base (MIB) object] shall be that identifying the issuer of that modem’s CPE certificate.

7.6.2.2 Certificate Storage and Management in the BS

PKM employs digital certificates to allow BSs to verify the binding between an SS’s identity (encoded in an X.509 digital certificate’s subject names) and its public key. The BS does this by validating the SS certificate’s certification path or chain. Validating the chain means verifying the Manufacturer/ServiceProvider CA Certificate through some means.

7.10 Security sublayer Architecture for the Cognitive Plane (Informative)
Unlike 802.11 and 802.16 which usually operate in the licensed spectrum, cognitive radio based WRANs need to operate in the unlicensed spectrum or White spaces as secondary occupiers of the spectrum.  Mechanisms have been defined in various sections of the 802.22 standard to protect the incumbents who are the primary occupiers of the spectrum (e.g. spectrum sensing, geolocation, spectrum management, spectrum etiquette etc.). This section provides further details on how to protect the incumbents as well as the 802.22 sytems against various types of Denial of Service (DoS) attacks targeted at the cognitive functions of the 802.22 systems. As a result, the Security Sub-layer 2 has been introduced in the cognitive plane of the 802.22 entity. The cognitive plane consists of a Spectrum Sensing Function (SSF), a Geolocation Function and a Spectrum Manager (SM) at the BS or the Spectrum Automaton at the CPE.  

Figure XCP1 (a) shows the 802.22 Protocol Reference Model (PRM) with its Cognitive Plane functions containing Security Sublayer 2 at the BS. Figure XCP1 (b) shows the 802.22 PRM with its Cognitive Plane functions containing Security Sublayer 2 at the CPE. Details on the PRM itself can be found in Section 6.2. 
Organization - Sections 7.10 defines the detailed functionalities that 802.22 systems need to provide to ensure the security at the cognitive plane. Section 7.11 defines the operations / mechanisms of the Security Sublayer 2 to provide the functionalities defined in 7.10. 
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(b)
Figure XCP1 (a) PRM of the 802.22 BS showing Security Sublayer 2 which provides protection for the cognitive functions at the BS (b) PRM of the 802.22 CPE with Security Sublayer 2 which provides protection for the cognitive functions at the CPE
Some of basic security functions of this layer and the remediation measures required to protect these functions include:

7.10.1 Availability

This is the primary function of any​ network.  If there is a perception, real or not, that a particular type of network is unreliable due to service or security issues then that network type will not be utilized by WRAN operators or end-users.  In the case of cognitive networks availability refers to ability of the BSs to properly sense the available spectrum and make it available to the CPEs.   This means that the BSs must have built-in security mechanisms that can:

· Ensure the availability of the spectrum for the primary (incumbents) and the secondary (WRAN) users 

· Mitigate any DoS-type attacks against BS, CPE, and other supporting devices such as the ones used to generate 802.22.1 beacons. 

7.10.2 Authentication

This functionality provides assurance that the communicating parties, sender and receiver, are who they purport to be.  In cognitive networks there is the added problem of distinguishing between the valid incumbents of the spectrum and the secondary users.  WRAN operators must be able to:

· Validate incumbent TV signals and the wireless microphone beacons

· Detect and counter man-in-the-middle​ and similar type attacks that attempt to steal available spectrum space.

· Detect and counter any spoofing and similar type attacks

· Authenticate geolocation information

· Authenticate co-existence information of neighboring WRAN systems

· Detection and reporting of spurious transmissions from other CPEs

7.10.3 Authorization

Different network entities will have different privilege levels.  For example, a BS may be authorized to forcibly remove an interfering CPE from the network but the adjacent CPE reporting the interference will not.  In cognitive networks the ability of the BS spectrum manager to sense the available spectrum, make decisions regarding its use and enforce those decisions at the CPE level is an important authorization example.  For a cognitive network to properly function:

· Only the authorized parties are allowed to configure the spectrum manager at the BS and the spectrum automaton at the CPE

· Configuration information is identified and protected

7.10.4 Identification

Identification works hand-in-hand with authentication in assuring both incumbent and secondary spectrum users that the communicating entities are known.  To that end it is necessary that cognitive networks provide mechanisms that will:

· Positively identify transmitting/receiving BS and CPE equipment

· Ensure that the identification methods employed cannot be compromised through spoofing or similar type attacks.

· Protect against replay-type attacks which employ previously transmitted valid identifiers.

7.10.5 Integrity

Integrity is the assurance that the information transmitted over the medium arrives at its destination unaltered. Integrity provides write protection for the content. This is especially difficult in wireless networks because of the uncontrolled nature of the medium.  Also the fact that certain portions of the data must be altered to ensure proper transmission and delivery (timestamps, source, destination etc.) compounds the problem.  Cognitive networks must:

· Protect against Co-Existence Beaconing (“CBP”) falsification

· Protect against replay-type attacks using previously transmitted valid data

7.10.6 Confidentiality/Privacy

Confidentiality works closely with integrity to ensure read as well as write protection for data. This is usually carried out using encryption and ciphers that can operate at the link and higher layers.  One must account for the fact that the wireless medium is more sensitive to transmission errors due to propagation effects such as shadowing, fading as well as un-intentional interference.  This sensitivity can wreak havoc with complex ciphers and cause numerous re-transmissions resulting in wasted bandwidth.  With cognitive networks this sensitivity is especially troublesome because of the opportunistic nature of spectrum use by the secondary users and the fact that use of the spectrum is not guaranteed.  Cognitive networks, therefore, must provide:

· Support for robust ciphers and encryption methods

· Mechanisms to safeguard WRAN operator’s spectrum availability information from eavesdropping by competitors or would-be hackers.

7.11 Security Mechanisms for the Cognitive Plane

7.11.1 Collaborative Sensing Mechanisms
7.11.2 CBP Authentication Mechanisms

This section discusses a method to provide protection over CBP.  This method provides authentication and integrity protection for CBPs by using ECC-based implicit certificates to calculate a signature over the CBPs.  This signature is then added to the CBPs as an IE.  This method was derived from the method used to protect beacon messages transmitted by low powered, licensed devices operating in television broadcast bands as defined in the current IEEE P802.22 TG1 draft document (IEEE P802.22.1/D1).  The receiving station (CPE or BS) uses the certificate information to verify the signature.  CBP Protection can be provided using one of four options.  Figure 7.11.2-1 describes the CBP Protection scheme options.  Sections 7.11.2.1-7.11.2.4 describe the options in detail.

In Figure 7.11.2-1 the following is depicted:

· We are depicting tx of CBPs from Bss to another BS (over-the-air or through backhaul) or received by a CPE at cell-edge or w/in over-lapping area.

· If Rx station is CPE:

· It can validate cert/signature or received CBP, then strip out that information before relaying CBP to its current serving BS, or

· Just blindly relay the CBP to its serving BS

· Process by which this certificates are generated is outside the scope of the standard.  Definition of this process is left for the duty of an industry consortium formed to develop profiles for products based on this standard.
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Figure 7.11.2-1 CBP Authentication Mechanisms 
7.11.2.1 CBP Protection Mode 1

Mode 1 of CBP Protection entails BS ECC implicit certificates and signatures (calculated using CMAC) to be transmitted in each CBP.  The format of the of the BS certificate data that is pre-distributed shall follow Table 7.11.2-1. The format of the signature is defined in Table 7.11.2-2. Option 1 is executed in the following manner:

1) Certificate authority provides certificate (w/ public key) and private key to each BS individually.

2) BS adds certificate to CBP as an IE.  This may happen only via a periodic broadcast or during a certificate request/response (CERT-REQ/RSP). In these cases, it calculates the signature over the CBP IE's (CERT-REQ/RSP) and adds signature to CBP into the Signature IE of the CBP MAC PDU.

3) BS certificate public key is not used directly to sign the CBP.  Instead it is fed into a Key Derivation Function (KDF), defined in Section 7.x.x.x (TBD).  The output, or CBP Signature Key is then used  by the signature function.  The KDF is called by the following manner; 

CBP_SIGNATURE_KEY_i = KDF(BS Implicit Certificate Public Key, BS ID | i | “CBP Signature Key”, 128). “i” in the formula refers to the current time stamp that is part of the signature IE (Table 7.11.2-4).

4) Signature will be calculated via CMAC (e.g. IETF RFC 4493).   CMAC output is 8 bytes.

4) Receiving station validates certificate & signature.  The receiving station then validates the BS implicit certificate.  If this validation fails, the receiving station drops the CBP.  If successful, the receiving stations uses the BS implicit certificate public key and time stamp from the signature IE to derive the CBP Signature Key, then recomputes the signature, and compares it to signature value in signature IE.  If there is a mismatch, then validation of CBP signature has failed, and receiving station will drop the CBP.  

7.11.2.2 CBP Protection Mode 2
Mode 2 of CBP Protection entails pre-distribution of BS ECC implicit certificates to receiving station.  This can be done via a SIM card, when CPE is activated, or via NCMS (for periodic certificate updates).  BS calculates signature (using CMAC) of CBP using its implicit certificate and adds the signature as an IE to each CBP. This option is applicable when sharing BS implicit certificates between BSs that belong to the same operator. The format of the of the BS certificate data that is pre-distributed shall follow Table 7.11.2-1. The format of the signature is defined in Table 7.11.2-2. Mode 2 is executed in the following manner:

1) Certificate Authority generates certificate (w/ public key) and private key for BSs.  

2) Certificate Authority then distributes keys to:

a)  a service provider, who then would distribute certificates to all BSs within its network, possibly through NCMS

b) central database that it or service provider consortium provides, that houses certificates for all BSs in a given geo-graphical area, & individual providers use NCMS to gain certs for their own and competitor's  BSs

3) BS certificate public key is not used directly to sign the CBP.  Instead it is fed into a Key Derivation Function (KDF), defined in Section 7.x.x.x (TBD).  The output, or CBP Signature Key is then used  by the signature function.  The KDF is called by the following manner; 

CBP_SIGNATURE_KEY_i = KDF(BS Implicit Certificate Public Key, BS ID | i | “CBP Signature Key”, 128). “i” in the formula refers to the current time stamp that is part of the signature IE (Table 7.11.2-4).

4) BS calculates signature over each CBPs, adds signature to each CBPs via an IE

5) Signature will be calculated via CMAC.  CMAC output is 8 bytes.

6) Receiving station validates certificate & signature.  The receiving station then validates the BS implicit certificate.  If this validation fails, the receiving station drops the CBP.  If successful, the receiving stations uses the BS implicit certificate public key and time stamp from the signature IE to derive the CBP Signature Key, then recomputes the signature, and compares it to signature value in signature IE.  If there is a mismatch, then validation of CBP signature has failed, and receiving station will drop the CBP.  

7.11.2.3 CBP Protection Certificate and Signature Structures

The following subsections describe the structures of the certificate and signature information.  For Mode 2, the BS ECC implicit certificate is not transmitted over the air.

Table 7.11.2-1: Mode 1 and Mode 2 BS Implicit Certificate (BSIC)

	Item
	Size
	Description

	CA ID
	8 bits
	Id of CA that issued implicit certificate to BS

	Key Validity Date (Not Before)
	41 bits
	Derived from ZDA NMEA 0183 string (each letter represents a digit,encoded by different # of bits):

· YYYY: 4 digit year, e.g. 2008; each Y is from 0-9 & is encoded by 4 bits, total is 16 bits

· M: month, e.g. 01-12, total is 4 bits

· D: day, e.g. 01-31, total 5 bits

· H: hour, e.g. 00-23, total 5 bits

· m: minute, e.g. 00-59, total 6 bits

· s: seconds, assumed to be 00, not actually encoded

· zZ: hours off of GMT; z is 1bit -/+ indication, 2nd Z is # hours 1-13 4bits, total 5bits

	Key Validity Date (Not After)
	3 bits
	# of years after Key Validity Date (Not Before) date that certificate expires. Encoded as follows:

· 000 – 1 year

· 001 – 2 years

· 010 – 3 years

· 011 – 4 years

· 100 – 5 years

· 101 – 10 years

· 110 – 15 years

· 111 – 20 years

	Public Key Reconstruction Data
	33 byte
	Key data used to reconstruct public key:

· 33 bytes for 256 bit ECC keys


Table 7.11.2-2: Mode 1 and Mode 2 Signature (added to 2nd Symbol of Self Coexistence Window)

	Item
	Size
	Description

	Key ID/Serial #
	10 bits
	Serial # of key associated with BS implicit certificate.  This is generated by the CA.

	Time Stamp
	54 bits
	Derived from ZDA NMEA 0183 string (each letter represents a digit,encoded by different # of bits):

· YYYY: 4 digit year, e.g. 2008; each Y is from 0-9 & is encoded by 4 bits, total is 16 bits

· M: month, e.g. 01-12, total is 4 bits

· D: day, e.g. 01-31, total 5 bits

· H: hour, e.g. 00-23, total 5 bits

· m: minute, e.g. 00-59, total 6 bits

· ss: seconds, 00-59, 6 bits

· .ss: 10 ms boundary, .000-.99, 7 bits

· zZ: hours off of GMT; z is 1bit -/+ indication, 2nd Z is # hours 1-13 4bits, total 5bits

	Signature
	8 bytes
	CMAC output is 128 bits (16bytes) signature is a truncation of this value to no less than 8 bytes


7.11.2.4 Certificate Generation, Processing, and Validation Requirements

7.11.2.4.1 Certificate Generation Requirements

1.  Infrastructure as described in Figure 7.11.2-1 for certificate generation and distribution

2.  Recommended EC domain parameters to be used can be read from ANSI X9.63-2001 and FIPS 186-3

a) Domain parameters that provide 256 bit primes for ECs are to be used

2.  BS shall be identified by its 48bit MAC Address

3.  ‘to-be-signed certificate data’, IU construction differs between options 1/2 and options 3/4 (IU data used by CA in requirement 4a/4b below)

a) For option 3/4 IU = KeyID/Serial # || BS MAC Address || CA ID || Key Validity Date (Not Before) || Key Validity Date (Not After) ; these are fields from the Option 3/4 Implicit Certificate IE

b) For option 1/2 IU = KeyID/Serial # || BS MAC Address || CA ID || Key Validity Date (Not After) ; these are fields from the Option 1/2 Implicit Certificate IE

4.  If each operator is allowed to maintain it’s its’ own BS implicit certificates (i.e. act as its’ own Certificate Authority)

a)  Operator will register its’ Certificate Authority ID when registering its’ Operator ID. Mechanism by registration is executed is outside the scope of the standard.

b)  Operator’s shall share their own CA Root certificate with other operators that have BSs that border or overlap with BSs in their own network. The mechanism for CA Root Certificate sharing is outside the scope of the standard.

7.11.2.4.2 Certificate Generation Process

1.  In order to start certificate generation process (see Figure 7.11.2-1) a request from the BS (or on behalf of BS) must be made to CA.

a) This process requires that BS generate its own ‘ephemeral’ key pair using established ECC domain parameters.  ECC domain parameters used for 'ephemeral' key pair generation shall be the same parameters used by CA for its own certificate and BS implicit certificate generation


b) Certificate generation initiation follows process as defined in Section 4.1 “Initiator Transformation” in SEC 4

2.  CA executes process as defined in Section 4.2 of SEC 4 (“Standards for Efficient Cryptography 4: Elliptic Curve Cryptography), with some exceptions.

7.11.2.4.3 Certificate Validation Process

1. Whether certificate information for a BS is received in Certificate IE or is distributed through the NCMS, a BS received that certificate shall validate it.


1.  If certificate is received in Certificate IE & validation of certificate fails, then packet is dropped

2. BS or NCMS operator may check a CA’s CRL during installation and validation of other BSs implicit certificates

3. Verification of a BS Implicit Certificate is defined in Section 5 “ECQV Implicit Certificate Processing Transformation” of SEC 4

2.  The Certificate/License authority shall have its own certificate with it’s own EC key pair, that is generated from the EC domain parameters that are selected

1. ECC domain parameters that CA uses for generation of its' own certificate must be same as parameters used for BS implict certs and 'ephemeral' key pair generation

3.  The CA certificate and its associated KeyId shall be delivered to BS through NCMS, and stored in TBD MIB entry, this happens offline and not part of WRAN operation

4.  Certificates for all CA's and a CA's associated ECC domain parameters shall be shared between operator’s and distributed to all BSs within an operator’s network.. The mechanism by which is done is outside the scope of the standard.

7.11.2.5 Signature Generation, Processing, and Validation Requirements

7.11.2.5.1 Signature Generation Requirements

 1.  Key Derivation Function (KDF) is used to derive the key used to sign each CBP transmission. KDF is defined in Section 7.x.x.x.

 2.  For CMAC-based signature calculation use RFC 4493 (AES-CMAC) Output of AES-CMAC algorithm shall be truncated to 64 bits.

· 7.11.2.5.2 Signature Generation Process

1.  BS uses system clock (synchronized to GPS), to get time (to millisecond) for "Time" field of Signature data in 2nd symbol of Self-coexistence window

2.  Message input parameter into CMAC calculation shall be all of the non-signature data in 2nd symbol of self-coexistence window and all IE data in 3rd symbol of self-coexistence window (if 3rd symbol is transmitted)

3. Key input parameter is the public key associated with the certificate of the BS that transmitted the CBP

4. Signature algorithm outputs:

a) For CMAC a digest that is 16bytes or 128bits long.  The MAC value shall be truncated to no less than 64bits, as recommended by NIST Special Publication 800-38B.  NIST 800-38B suggests taking 64 MSB.  

7.11.2.6 BS Implicit Certificate Exchange

CBP Protection Mode 1 allows for pre-distribution of CA Root and BS Implicit certificates between all BSs within an operator’s network. This would be accomplished using the NCMS. This may not be possible when BSs from different operators border/overlap with each other. This section defines a certificate exchange process to handle this case. 

If there is a single CA, then the CA Root certificate and single set of EC domain parameters are available to all operators. If each operator is allow to sign/create their own certificates, then operators shall make available their CA Root Certificate and EC domain parameters available to other operators.

If a BS receives a CBP from a BS, for whom it does not have the BS implicit certificate, it cannot verify the signature in the 2nd symbol (1st data symbol) of CBP and must drop the CBP packet. Upon doing this the BS (Certificate Requestor) will initiate a Certificate Request directed towards the source BS (Certificate Responder) of the unverifiable CBP. The Certificate Requestor BS does this by adding a CERT-REQ IE (Section 6.7.1.2.x), with its’ own BS implicit certificate, as an IE in the CBP MAC PDU.

When the Certificate Responder receives a CBP with a CERT-REQ IE from a Certificate Requestor it verifies the certificate and Signature data in the Signature IE of the CBP MAC PDU. If both BSs are under the same CA then the Certificate Responder already has the CA Root certificate and EC domain parameters it needs to verify the BS implicit certificate from Certificate Requestor. If they are not, e.g. each operator is it’s own CA or CAs exist on a regional basis, than the Certificate Responder shall use a mechanism to request the CA Root certificate and EC domain parameters of another CA. This mechanism shall be provided, definition of this mechanism is outside the scope of the system. 

After verifying the Certificate Requestor’s certificate and signature over CBP in which CERT-REQ IE was received, the Certificate Responder initiates a Certificate Response directed towards the Certificate Requestor. The Certificate Responder does this by adding a CERT-RSP IE (Section 6.7.1.2.x), with its’ own BS implicit certificate to the CBP MAC PDU.

When Certificate Requestor receives the CBP with the Certificate Response, it verifies it in the same manner that Certificate Responder verifies the Certificate Reqeust. After this, any pending coexistence signalling (e.g. Channel Contention) can proceed. Figure XXXX illustrates the BS Implicit Certificate Exchange.
Figure XXXX – BS Implicit Certificate Exchange
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[Editor’s Note: Timers and/or some random backoff should be used to control re-transmission of certificate requests and/or responses. If working group deems this necessary then timers and the logic for controlling the retransmissions will be introduced at a later date.]

10 Cognitive Radio Capability

10.4 Introduction

10.5 Spectrum Manager


The Spectrum Manager, as shown in the 802.22 reference model (Figure 6), is part of the management plane. Although the reference model in Figure 6 applies to both BS and CPEs, the spectrum manager at the WRAN BS is responsible for the most important tasks, such as maintaining spectrum availability information, channel selection, channel management and self-coexistence. On the other hand, the spectrum manager entity at the CPE is a much simpler entity including only essential features to allow proper CPE operation when it is not under the control of a BS, such as during initialization (before association with the BS), and basic functionalities to respond/react to the BS’s requests and commands. Throughout this document, we use the term Spectrum Manager (SM) to refer to the spectrum manager entity at the WRAN BS, whereas the corresponding entity at the CPE is called CPE Spectrum Automaton (SA). The following clauses describe the SM functionalities. The CPE SA entity is described in Section XXX.

The SM is a central entity part of the WRAN BS, which is responsible for ensuring protection of incumbents and efficient spectrum utilization while complying with regulatory policies. For that, the SM centralizes all the decisions within the WRAN cell with respect to spectrum availability and utilization. In summary, the key functions of the SM are the following:

· Maintain Spectrum Availability Information;

· Channel Classification and Selection;

· Association control;

· Channel Management;

· Self-coexistence with other WRANs.

These functions are described in the following clauses. It is important to note that this standard does not specify any particular SM implementation, but instead, it describes the mandatory behavior for any SM implementation in order to ensure proper protection of incumbents, compliance with regulatory policies, and interoperability amongst different WRAN implementations.

9.4.1 Maintain Spectrum Availability Information

The SM shall maintain the status of the spectrum (i.e. TV channels) available for WRAN operation at its location within a regulatory domain according to the policies and rules established for that domain (e.g. regulatory rules established by the FCC in the US for use of TV channels). The SM shall define the channel status with respect to the presence of incumbents and other WRANs in the area, and it shall use this information as input for its decisions with respect to channel selection, channel management and self-coexistence mechanisms.

To maintain the status of the channels available for operation, the SM shall be able to aggregate information from at least the following sources:

1. Incumbent database: The SM shall access incumbent databases through the higher layers if such incumbent databases exist and are relevant for the WRAN’s regulatory domain;
2. Geolocation: the SM shall be able to access geolocation information available at the BS to identify its own location, and it shall also be able to obtain location information from all CPEs associated with or that are requesting association with the BS.

3. Spectrum sensing: the SM shall use the MAC and PHY layer functionalities and management frames to control and coordinate spectrum sensing within the WRAN cell. The SM shall trigger the requests for CPEs to perform sensing and collect sensing reports from CPEs. The SM shall control spectrum sensing performed locally by the BS and it shall combine the local results with the results collected from CPEs.

The SM shall define the status of the channels with respect to the presence of incumbents by combining geolocation information, information fromincumbent databases, spectrum sensing results and constraints programmed on the basis of regulatory rules. If an incumbent database does not exist that is relevant to the regulatory domain, all channels are initially assumed to be available. The SM shall define the status of the available channels based on spectrum sensing information and other constraints programmed on the basis of regulatory rules.

The channel availability information shall be defined during the network initialization and it shall be periodically updated during the network operation.

For example, in the US, the spectrum sensing information used to determine the channel availability status shall be updated every 2 sec for the operating channel and every 6 sec for backup channels. In addition, before the SM declares a given channel available for operation based on spectrum sensing, it shall ensure that the channel has been sensed at least every 6 sec within the last 30 sec.

9.4.2 Channel Classification and Selection

The SM is responsible for selecting the operating channel and assigning it to the MAC/PHY modules in the WRAN. The SM is also responsible for defining the backup channel(s) and their corresponding priorities. The rest of the channels that are potentially available for operation, but that are not selected as the operating channel or as backup channel(s), may be classified as candidate, occupied or disallowed channel(s). The channels may be classified using the following categories:

Available: channels available for considerationfor potential WRAN operation at a given location according the incumbent databases, if such databases exist. Channels not deemed available by the databases are precluded for use by WRANs. If no incumbent database exists, all channels are considered available. Available channels must be further classified into one and only one of the following categories:

· Disallowed: channels that are precluded from use by the operator due to operational or local regulatory constraints.

· Operating: the current channel used for communication between BS and CPEs within a WRAN cell. In order to ensure protection of incumbents, the operating channel must be sensed at least every 2 seconds.

· Backup: channels that can become the operating channel right away in case the WRAN needs to switch to another channel. The BS may maintain multiple backup channels at any given time and  shall ordered them according to their relative priorities. Backup channels shall be sensed for incumbent detection at least once every 6 seconds.

· Candidate: channels that are candidates to become a backup channel. These are channels that the BS may request the CPEs to sense to evaluate the possibility of elevating them to a backup channel status. Although sensing of candidate channels could be infrequent, before a candidate channel is elevated to backup channel, it must be sensed as incumbent-free at least every 6 seconds for no less than 30 seconds.

· Occupied: channels in which incumbent or WRAN operation has been detected through sensing. Occupied channels may be moved to the candidate channel set in the event the incumbent is found to have left the channel. Sensing is needed to determine whether the incumbent is still present on the channel, but sensing could be infrequent in these channels. An occupied channel may also become a backup channel, but before an occupied channel is elevated to backup channel, it must be sensed as incumbent-free at least every 6 seconds for no less than 30 seconds. The SM should, when possible, identify the type of signal occupying every occupied channel (see Table 297).

· Unclassified: channels that have not been sensed. These channels may be sensed according to the SM implementation. Once an unclassified channel has been sensed, it may be re-classified as occupied or candidate channel depending on the sensing results.

The specific algorithms for selecting the operating channel and defining how the backup and candidate channels are prioritized is outside the scope of this standard as long as these implementations meet the sensing requirements. However, any implementation of these algorithms shall use as input current channel availability information (as described in Section 9.2.1) and combine the channel status information with predefined rules applicable to the specific regulatory domain. Furthermore, other criteria may also be taken into account by the implementation, such as traffic requirements, location information, and coexistence with neighboring WRANs.

9.4.3 Association Control

When CPEs request association with a WRAN BS (see CPE initialization procedure described in 6.16.2), the SM is responsible for granting or denying association rights to the requesting CPEs. For that, the SM shall consider location information, and capabilities of each requesting CPE. The SM shall access the incumbent databases, if existent, to obtain the list of available channels and corresponding maximum EIRP limits at the CPE’s location, and based on the received information, the SM shall decide whether to grant association rights to the CPE in its current operating channel and indicate the maximum transmit power allowed for the CPE.  [Isn’t the BS supposed to send the vector of maximum EIRP on all channels to each CPE so that they know what EIRP they can work with after a channel switch?  See section 9.3.7: SME-MLME-DB-RESPONSE] It is the responsibility of the SM to ensure that granting association rights to the requesting CPE will not cause harmful interference to incumbents.

9.4.4 Channel Management

The SM is responsible for triggering channel management actions within the cell in order to guarantee the required protection of incumbents while supporting QoS for the WRAN users. The channel management actions shall  include: 

1. Switch the entire cell to a new operating channel;

2. Direct a single CPE or a group of CPEs to a different operating channel when possible, when the two base stations are in the same general direction as seen from the CPEs;

3. Terminate operation in a given channel for a single CPE, a group of CPEs or the entire cell;

4. Inform CPEs of channels status updates (e.g. changes in backup channels, channel status information).

The SM shall use one of the channel management mechanisms defined in the 802.22 MAC layer (see 6.20) to execute the appropriate action. 

Each channel management action may be triggered by one or more events. For instance, the action of switching channels for the entire cell may be triggered by the detection of an incumbent on the operating channel, by degradation of the QoS due to interference, or traffic load in the current channel. Although different trigger events may be supported depending on the implementation, the trigger events and corresponding channel management actions shall ensure protection of incumbents as required by regulatory policies applicable within the regulatory domain. A list of possible trigger events and actions needed to protect incumbents is given in Table 280.

—  Trigger Events and Corresponding Actions

	Trigger Event
	Action

	If the SM confirms the presence of a TV Incumbent signal above the detection threshold on the operating channel through the BS spectrum sensing function or through a combination of sensing results from multiple CPEs.
	Switch the entire cell to a new operating channel within the next 2 seconds, which should be the highest priority backup channel.

	If the SM confirms the presence of a Wireless Microphone signal above the detection threshold or decode a legitimate TG1 beacon on the operating channel through the BS spectrum sensing function.
	Switch the entire cell to a new operating channel within the next 2 seconds, which should be the highest priority backup channel.

	If the SM obtains information from an incumbent database that indicates the current operating channel will become unavailable at a specific time in the future.
	Schedule a channel switch for the entire cell to a new operating channel before the expected time (as obtained from the incumbent database) at which its current channel will become unavailable.

	If the SM confirms the presence of a Wireless Microphone signal above the detection threshold or a legitimate TG1 beacon in the current channel that was reported by a CPE.
	Direct all CPEs within the interfering range of the decoded beacon to a different operating channel or terminate the operation of those CPEs in their current channel within 2 seconds.

	If a TV incumbent is confirmed on the operating channel by the BS spectrum sensing function and there is no backup channel available.
	Terminate the operation of the entire cell in the current operating channel within 2 seconds. Note that this action will interrupt all the services to users, and therefore it should only be executed if no other channel becomes available for operation before the action is executed.


9.4.5 Self-Coexistence with other WRANs

The SM is responsible for managing the channel selection for self-coexistence with other WRANs by using the self-coexistence mechanisms defined in the 802.22 MAC (6.20.2). 

10.6 CPE spectrum sensing automaton

The BS normally controls the sensing behavior of the CPE. However the CPE shall control its sensing behavior locally under the following conditions:

1. at the initial turn-on of the CPE before association is established with the base station;

2. when the CPE looses contact with its base station; and

3. during idle time when the base station has not attributed any specific task to either the CPE sensing signal path or the WRAN signal path, or both.

The functionality of the CPE local autonomous spectrum sensing for these three specific cases is covered in the following sub-clauses.  A more detailed description using an example of a possible implementation is given in Annex B.

9.4.1 Initial turn-on

The functionality of the CPE local autonomous spectrum sensing when the CPE is initially switched on is summarized below and a description of an example of implementation is given in Annex B.  At initial turn-on and self-test, the CPE shall detect WRAN operation first. Then, if a list of.  operating channels is known,channels N and N+/-1 corresponding to each potential channel on the list  shall be sensed. [still need discussion] If the operating channel is not known, all the TV channels that are within the range of operation of the CPE shall be sensed plus one more channel at both ends unless it goes beyond the extent of the relevant TV band.

For each channel, an RSSI measurement shall be performed on the WRAN signal path and attempt shall be made to capture a WRAN superframe header or a CBP packet. If an SCH is captured and the level of the RF signal is sufficiently high, the WRAN signal path shall attempt to acquire the frame header, the broadcast PDU’s sent by the BS to advertise the WRAN service for CPE initialization and the management packet providing the channel occupancy from the base station; the CHO-UPD MAC message.  If an SCH can be acquired but the signal level is insufficient or a CBP packet can be captured, the presence of a WRAN signal shall be recorded along with the channel number and the measured RSSI.  If an SCH or a CBP packet cannot be detected, the sensing path RSSI will be evaluated whether the level of the RF signal is sufficient to carry out a fast signal classification.  

For those TV channels where the RF energy is found to be insufficient to allow for fast signal classification or even provide for a reliable RSSI measurement, fine sensing shall be applied to determine the presence of broadcast incumbents and their signal type.  The result of the measurement and the signal classification shall be stored locally so that it can later be sent to the base station when association is established or later on upon request from the BS.

The channel shall then be incremented to repeat the above initial sensing.  The order in which the channels are to be sensed will be implementation dependent.  Note that the information acquired from the local WRAN base stations through the CHO-UPD MAC message during initialization could be used to skip the non-available channels. It could also be used to skip the signal classification and low level sensing on channels belonging to the “occupied” set to save time although, since time is less critical at initialization, it may be useful that the CPE confirms that the incumbents indicated by the BS really exist in these ‘occupied’ channels at its location.

Once all the TV channels to be scanned have been sensed, the information on the local WRAN channel occupancy that would not create interference to local incumbents on channels N and N+/-1 shall be made available to the higher layers at the CPE.  If there is no WRAN channel that can be used, the CPE initialization shall be aborted.  Depending on the CPE implementation, this information may be presented to the local interface of the CPE so that it could ultimately be displayed on the screen of the user terminal to allow for an informed choice among available local WRAN networks (similar to the Access Point selection in Wi-Fi).  Local algorithms could also be implemented in the CPE to automate the process for choosing the WRAN network.

Once the choice of a WRAN service on TV channel N0 has been made by the user or a local routine, a process to verify that the WRAN TX/RX antenna is properly oriented for the selected channel could be carried out based on the fact that the RSSI can be obtained from both the WRAN directional and the sensing omni-directional antenna.  The best alignment will be when the RSSI obtained from the WRAN antenna can be maximized relative to that obtained from the sensing antenna.  Although useful, this process will not necessarily be successful especially in presence of high-level multipath.

A second round of spectrum sensing shall then take place on the selected channel (N0) and its adjacent channels (N0+/-1).  Since, by definition, a WRAN service is present on the selected channel, the WRAN signal path shall acquire the SCH or the CBP packet to determine the timing of the quiet periods in this channel.  Low-power signal sensing and signal classification shall then be carried out in channel N0 by the sensing path during the quiet periods to try to identify whether an incumbent service is present underneath the WRAN service. The findings shall be recorded locally.

The sensing process shall then move to sense the two adjacent channels during the quiet periods by measuring the RSSI and, depending on whether the measured signal level is high or low, sense the presence of an incumbent signal and classify its type using a fast algorithm or a low-level sensing scheme.  If the channel belongs to the “occupied” set as signaled by the CHO-UPD message, the signal classification could be skipped since it is already known by the base station. The findings shall be recorded locally and if incumbents are found in these channels, the selected channel shall be eliminated from the list of available WRAN services and the updated list will be presented to the higher layers at the CPE for the selection of another WRAN service.  If no more WRAN service exists, the CPE initialization shall be aborted. If no incumbent is present in the three channels sensed, the CPE initialization process shall continue as described in section 6.16.2.

If the authorization is refused by the currently selected base station, a new shortened list of available WRAN services shall be presented to the higher layers at the CPE for a new channel selection to be made.  Then, the next round of sensing process shall be repeated with the alignment of the azimuth of the antenna toward the newly selected WRAN base station and the sensing of the newly selected channel (N0) and its adjacent channels (N0+/-1) as described above.  Upon successful sensing results, the CPE association process will continue as described in section  6.16.2.

9.4.2 Loss of contact with the base station

If the CPE looses contact with its base station, the CPE automaton local intelligence shall make sure that a reasonable number of attempts are made to re-connect with the base station, while avoiding any potential interference to licensed incumbents.  The functionality of the CPE local automaton is summarized below for the loss of contact with the base station.

The CPE shall first identify whether or not a WRAN signal is still present on the selected channel by trying to capture the SCH.  If successful within 2 seconds, attempts to re-associate shall be made through the BW Request opportunistic burst or upon specific invitation by the BS.  If this does not work, the re-association shall start from an earlier stage with the CDMA ranging burst.  If re-association cannot be achieved within 2 seconds, then the CPE shall execute the second round of initial sensing for the co-channel and first adjacent channels cases to protect the broadcast incumbents.

If the WRAN signal is no longer present in the channel, then the CPE shall select the next TV channel on its back-up list and try to capture the superframe header to synchronize with the base station on this new channel and acquire the frame header.  If successful within 2 seconds, attempts to re-associate shall be made through the BW Request opportunistic burst or upon specific invitation by the BS, or through the earlier stage of the CDMA ranging burst. 

If the new superframe capture is not successful, then the CPE shall select the next TV channel on its backup list and repeat the process until a successful superframe capture is achieved.  If re-association on all the valid channels in the backup list has failed, the CPE shall re-start its entire initialization process.

9.4.3 CPE idle time

In addition to being able to carry out all the in-band and out-of-band sensing requested by the base station through the specific messages described in section 6.9.22.1, the CPE shall have the necessary routines to autonomously sense its operating channel, the TV channels in its backup list and, as many channels as possible in its candidate channel list in the proper order of priority during its idle time.

Since the channels adjacent to the one being sensed (N+/-1) will also need to be verified, the CPE will need to have the capability of re-tuning its sensing RF path and WRAN signal path to the channels adjacent to those contained in its lists of channels to be sensed.  A RSSI measurement shall first take place on the sensing path and RSSI will also be acquired through the WRAN signal path along with an acquisition of the SCH or CBP if WRAN operation is detected on the channel.

The CPE shall begin by sensing the operating channel (N0) and its adjacent channels (N0+/-1) and it shall inform the BS of any urgent finding using the UCS Notification.  If the last sensing has been carried out less than 2 seconds earlier, this sensing can be skipped.  The next channels to be sensed shall be the backup channels (NB) in the order given in the list and their respective adjacent channels (NB+/-1).  Again, if the sensing on a specific backup channel has been carried out less than 6 seconds earlier, this sensing can be skipped.  The following channels to be sensed are the channels appearing in the candidate list (NC) in the order given in the list.  Any channel sensed less than 6 seconds before can be skipped.  The CPE shall try to go as deep as possible in the candidate channel list given the sensing periods available and the interruptions that will come up.

If there is no WRAN operation on the channel being sensed, the sensing process shall verify whether there is WRAN operation on the adjacent channels to be able to schedule its sensing during the quiet intervals of these WRAN operation.  Since signal sensing has to be done on the adjacent channels, if no WRAN operation could be detected on N and N+/-1, the sensing process shall verify whether there is WRAN operation on N+/-2 to be able to sense N+/-1 during the quiet intervals of N+/-2 because of possible adjacent channel leakage that could mask the presence of incumbents on N+/-1.

The sensing process shall be re-initiated on the operating channel (N0) at each time. Due to the nature of the algorithm, this process will be directed to any channel reaching the end of its period of validity in order of priority from the operating channel (2 seconds) to the backup list and candidate list (6 seconds).  Also, any sensing request coming from the base station will be executed as soon as the operating and the backup channels have been cleared within their period of validity.

9.4.4 Sensing information representation at the CPE

Once association has been achieved, the base station may request the CPE to send the complete results of the initial sensing or any update thereof at anytime using the BLM-REQ PDU.  The CPE will therefore need to keep the latest information stored by the sensing process in its local registers at all times.  Table 281 gives a representation of the information that needs to be stored in these registers.  The CPE shall be capable of reporting the information in all rows of the table except for the two last rows that contain information obtained from the base station.

— Sensing registers at the CPE

	Channel number
	…
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	Sensing path RSSI under WRAN
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	Channel occupancy from BS (CHO-UPD)
	
	
	
	
	
	
	
	

	Max EIRP at CPE (SME-MLME-DB-RESPONSE) (9.4.7)
	
	
	
	
	
	
	
	


10.7 Incumbent Database Services

The SME provides access to external incumbent databases services to the SM accessed through the SME-MLME-SAP. The SME-MLME-SAP is an interface that provides a means of exchange information between the SM and the SME. Table 2 summarizes the primitives supported by the MLME to access incumbent database services through the SME-MLME-SAP interface. The primitives are discussed in the subclauses referenced in the table.

— Incumbent Database Primitives supported by the SME-MLME-SAP

	Name
	Request
	Indication
	Confirm

	SME-MLME-DB-EXISTS
	9.3.1
	
	9.3.2

	SME-MLME-DB-AVAILABLE
	9.3.3
	
	9.3.4

	SME-MLME-DB-QUERY
	9.3.5
	
	9.3.6

	SME-MLME-DB-RESPONSE
	
	9.3.7
	


9.4.1 SME-MLME-DB-EXISTS.request

The SME-MLME-DB-EXISTS.request primitive allows the SM to identify what incumbent database services exist through the SME in order to obtain channel availability information. The SME-MLME- DB-EXISTS.request primitive has no attributes.

6.9.28.1 When generated

The SME-MLME- DB-EXISTS.request primitive is generated by the SM and issued to its SME to identify the types of incumbent database services that exist and can be accessed through the SME.

6.9.28.2 Effect on receipt

When the SME of a BS receives the SME-MLME-DB-EXISTS.request primitive, it generates a SME-MLME-DB-EXISTS.confirm primitive to indicate the existent types of incumbent database services. 

9.4.2 SME-MLME-DB-EXISTS.confirm

The SME-MLME- EXISTS.confirm primitive allows the SME to inform the SM of the types of incumbent database services that exist and are accessible through the SME. Table 283 specifies the parameters for the SME-MLME-DB-EXISTS.confirm primitive.

— SME-MLME-DB-EXISTS.confirm parameters

	Name
	Type
	Valid Range
	Description

	TV Incumbent Database
	
	0-1
	The value indicates whether a TV Incumbent Database exists.

0 = database does not exist

1= database exists

	Part 74 Incumbent Database
	
	0-1
	The value indicates whether a Part 74 Incumbent Database exists.

0 = database does not exist

1= database exists


6.9.28.1 When generated

The SME-MLME-DB-EXISTS.confirm primitive is generated by the SME and issued to its MLME when a SME-MLME-DB-EXISTS.request primitive is received to indicate the types of incumbent database services that exist and can be accessed through the SME.

6.9.28.2 Effect on receipt

When the SM of a BS receives the SME-MLME-DB-EXISTS.confirm primitive, it identifies the types of incumbent database services existent. 

9.4.3 SME-MLME-DB-AVAILABLE.request

The SME-MLME-DB-AVAILABLE.request primitive allows the SM to identify what incumbent database services are accessible through the SME in order to obtain channel availability information. The SME-MLME-DB-AVAILABLE.request primitive has no attributes.

6.9.28.1 When generated

The SME-MLME-DB-AVAILABLE.request primitive is generated by the SM of a BS and issued to its SME to identify the types of incumbent database services that can be accessed through the SME.

6.9.28.2 Effect on receipt

When the SME of a BS receives the SME-MLME-DB-AVAILABLE.request primitive, it generates a SME-MLME-DB-AVAILABLE.confirm primitive to indicate the types of incumbent database services available. 

9.4.4 SME-MLME-DB-AVAILABLE.confirm

The SME-MLME-DB-AVAILABLE.confirm primitive allows the SME to inform the SM of the types of incumbent database services that are accessible through the SME. Table 284 specifies the parameters for the SME-MLME-DB-AVAILABLE.confirm primitive.

— SME-MLME-DB-AVAILABLE.confirm parameters

	Name
	Type
	Valid Range
	Description

	TV Incumbent Database
	
	0-1
	The value indicates whether a TV Incumbent Database is available.

0 = database is not available

1= database is available

	Part 74 Incumbent Database
	
	0-1
	The value indicates whether a Part 74 Incumbent Database is available.

0 = database is not available

1= database is available


6.9.28.1 When generated

The SME-MLME-DB-AVAILABLE.confirm primitive is generated by the SME and issued to its MLME when a SME-MLME-DB-AVAILABE.request primitive is received to indicate the types of incumbent database services that can be accessed through the SME.

6.9.28.2 Effect on receipt

When the SM of a BS receives the SME-MLME-DB-AVAILABLE.confirm primitive, it identifies the types of incumbent database services available. 

9.4.5 SME-MLME-DB-QUERY.request

The SME-MLME-DB-QUERY.request primitive allows the SM to request the SME to access an incumbent database in order to obtain channel availability information. Table 285 specifies the parameters for the SME-MLME-QUERY-BD.request primitive.

— SME-MLME-DB-QUERY.request parameters

	Name
	Type
	Valid Range
	Description

	Database_type
	Integer
	0-8
	The value identifies the type of database for which the query is directed.

0 = TV Incumbent Database

1 = Part 74 Incumbent Database



	Latitude
	TBD
	
	

	Longitude
	TBD
	
	

	
	
	
	


6.9.28.1 When generated

The SME-MLME-DB-QUERY.request primitive is generated by the SM of a BS and issued to its SME to request the SME to query an external incumbent database.

6.9.28.2 Effect on receipt

When the SME of a BS receives the SME-MLME-DB-QUERY.request primitive, it generates a query to the external database available corresponding to the type indicated in the Database_type attribute. 

On receipt of a the SME-MLME-DB-QUERY.request with the Database_type corresponding to a type of database which is not available or which is not accessible through the SME, the SME of the BS shall issue a SME-MLME-DB-QUERY.confirm primitive to the MLME with status value of INVALID_REQUEST.

9.4.6 SME-MLME-DB-QUERY.confirm

The SME-MLME-DB-QUERY.confirm primitive is used to inform the SM whether its request to query an external incumbent database service was successfully generated by the SME. Table 286 specifies the parameters for the SME-MLME-DB-QUERY.confirm primitive.

— SME-MLME-DB-QUERY.confirm parameters

	Name
	Type
	Valid Range
	Description

	Database_type


	Integer
	0-8
	The value identifies the type of database for which the query request was directed.

0 = TV Incumbent Database

1 = Part 74 Incumbent Database



	Status
	Enumeration
	SUCCESS, INVALID_REQUEST
	The value indicates whether the requested query was successfully generated.


6.9.28.1 When generated

The SME-MLME-DB-QUERY.confirm primitive is generated by the SME and issued to the MLME to indicate whether a recieved SME-MLME-DB-QUERY.request was valid, in which case a query to an external database was generated and sent to the upper layers.

6.9.28.2 Effect on receipt

When the SM receives the SME-MLME-DB-QUERY.confirm it will identify whether its request to access the external database was successfully received by the SME and a query to the database was generated. The status parameter indicates the appropriate error code from Table XX in case the requested database is not available.

9.4.7 SME-MLME-DB-RESPONSE.indication

The SME-MLME-DB-RESPONSE.indication primitive is used to inform the SM when a response to a previously issued query to an external incumbent database service was successfully received by the SME. Table 287 specifies the parameters for the SME-MLME-DB-RESPONSE.indication primitive.

— SME-MLME-DB-RESPONSE.indication parameters

	Name
	Type
	Valid Range
	Description

	Database_type


	Integer
	0-8
	The value identifies the type of database for which the query request was directed.

0 = TV Incumbent Database

1 = Part 74 Incumbent Database



	Status
	Enumeration
	SUCCESS, INVALID_REQUEST, 

TRANSACTION_EXPIRED
	The value indicates whether a response to query was successfully received.

	Latitude
	TBD
	
	

	Longitude
	TBD
	
	

	For (i=1 to Number of Channels Avaliable, i++) {

     Channel_Number

     Max_Transmit_EIRP

}
	List of available channels and max EIRP allowed per channel
	
	List of Available Channel Numbers and corresponding maximum transmit power allowed.


6.9.28.1 When generated

The SME-MLME-DB-RESPONSE.indication primitive is generated by the SME and issued to the MLME to indicate the reception of a response to a query previously issued to an incumbent database service.

6.9.28.2 Effect on receipt

When the SM receives the SME-MLME-DB-RESPONSE.indication it will identify whether the response to its query to an incumbent database was successfully received by the SME, in which case, the SM will obtain the list of available channels and corresponding maximum EIRP for the requested latitude and longitude. If the response is not successful the SM may decide to issue another query.

10.8 PHY Spectrum Sensing Services
The 802.22 PHY layer provides local spectrum sensing services through its SSF accessed through the MLME-PLME-SAP. Table 288 summarizes the spectrum sensing primitives supported by the PLME through the MLME-PLME-SAP interface. The primitives are discussed in the sub-clauses referenced in the table.

— Spectrum Sensing Primitives supported by the MLME-PLME-SAP

	Name
	Request
	Indication
	Confirm

	MLME-PLME-SAP-CHANNEL-SENSING
	9.4.1
	
	9.4.2

	MLME-PLME-SAP-SENSING-RESULTS
	
	9.4.3
	


9.4.1 MLME-PLME-SAP-CHANNEL-SENSING.request
The MLME-PLME-SAP-CHANNEL-SENSING.request primitive allows the MLME to request the local PHY SSF unit to perform spectrum sensing.  Table 289 specifies the parameters for the MLME-PLME-SAP-CHANNEL-SENSING.request primitive.

— MLME-PLME-SAP-CHANNEL-SENSING.request parameters

	Name
	Type
	Valid Range
	Description

	Channel Number
	Integer
	
	The channel number which is to be sensed by the SSF

	Channel Bandwidth
	Integer
	
	The bandwidth of the channel to be sensed by the SSF

	Sensing Mode
	Integer
	0-2
	The sensing mode specifies which SSF outputs are valid as specified in Section 9.3.1.1.

	Signal Type Array
	Array
	
	A Array indicating which signal types the SSF is to sense for as specified in Section 9.3.1.1.

	Sensing Window Specification Array
	Array
	
	A Array of sensing window specifications as specified in Section 9.3.1.1.

Each element in the Sensing Window Specification consists of:

 NumSensingPeriods SensingPeriodDuration

SensingPeriodInterval

	Maximum Probability of False Alarm Array
	Array
	
	This value is valid only for sensing modes 0 and 1. Each element specifies the maximum probability of false alarm for the corresponding signal type decision in the sensing present Array.


6.9.28.1 When generated

The MLME-PLME-SAP-CHANNEL-SENSING.request primitive is generated by the MLME and issued to its PLME to request the local PHY SSF to perform spectrum sensing.

6.9.28.2 Effect on receipt

When the PLME receives the MLME-PLME-SAP-CHANNEL-SENSING.request primitive, it requests the local PHY SSF to perform spectrum sensing. 

On receipt of the MLME-PLME-SAP-CHANNEL-SENSING.request the PLME shall issue a MLME-PLME-SAP- CHANNEL-SENSING.confirm primitive to the MLME with a status value.

9.4.2 MLME-PLME-SAP-CHANNEL-SENSING.confirm

The MLME-PLME-SAP-CHANNEL-SENSING.confirm primitive is used to inform the MLME whether its request to the local PHY SSF was successfully generated by the MLME.  Table 290 specifies the parameters for the MLME-PLME-SAP-CHANNEL-SENSING.confirm primitive.

— MLME-PLME-SAP-CHANNEL-SENSING.confirm parameters

	Name
	Type
	Valid Range
	Description

	Channel Number
	Integer
	
	The channel number which is to be sensed by the SSF

	Sensing Mode
	Integer
	0-2
	The sensing mode specifies which SSF outputs are valid as specified in Section 9.3.1.1.

	Status
	Enumeration
	SUCCESS, INVALID_REQUEST,

INVALID_SIGNAL_TYPES
	The value indicates whether the sensing request was successfully generated.

	Invalid Signal Type Array
	Array
	
	This attribute is valid only if the Status = INVALID_SIGNAL_TYPEs

A Array indicating the requested signal types the SSF will not be able to sense for. This Array is defined similarly to the Signal Type Array (see 9.3.1.1).


6.9.28.1 When generated

The MLME-PLME-SAP-CHANNEL-SENSING.confirm primitive is generated by the PLME and issued to its MLME to indicate whether the received MLME-PLME-SAP-CHANNEL-SENSING.request was valid and whether the SSF is able to perform sensing for the signal types as requested. If the SSF is able to perform the sensing in the requested sensing mode and with the requested probability of false alarm for all types of signals requested, the Status code shall be set to SUCCESS. If the SSF is do not support the requested sensing mode, the status value should be INVALID_REQUEST. If one or more of the signal types in the request is not valid or the SSF does not have the capability to sensing a requested signal type, the status code should be set to INVALID_SIGNAL_TYPE and the corresponding invalid signal types shall be indicated in the Invalid Signal Type Array.

6.9.28.2 Effect on receipt

When the MLME receives the MLME-PLME-SAP-CHANNEL-SENSING.confirm primitive, it will identify whether its request to the local PHY SSF was successfully received by the PLME.  The status parameter indicates the appropriate error code from Table XX in case the request is invalid. 

9.4.3 MLME-PLME-SAP-SENSING-RESULTS.indication
The MLME-PLME-SAP-SENSING-RESULTS.indication primitive is used to inform the MLME when the results of a previously issued request to the local PHY SSF were successfully generated by the SSF.  Table 291 specifies the parameters for the MLME-PLME-SAP-SENSING-RESULTS.indication primitive.

— MLME-PLME-SAP-SENSING-RESULTS.indication parameters

	Name
	Type
	Valid Range
	Description

	Channel Number
	Integer
	
	The number of the channel sensed

	Sensing Mode
	Integer
	0-2
	The sensing mode used by the SSF to perform the measurements as specified in Section 9.3.1.1.

	Signal Type Array
	Array
	
	A Array indicating which signal types the SSF sensed for as specified in Section 9.3.1.1.

	Signal Present Array
	Array
	
	Each element in the Array is a signal present decision.  Each decision can take on three possible values, which are given in 9.3.1.2.

	Confidence Array
	Array
	
	Each element in the confidence Array is a confidence metric for the sensing result for the corresponding signal type as defined in 9.3.1.2.

The Confidence Array is only valid for Sensing Mode 1.

	Field Strength Estimate Array
	Array
	
	Each element in the Array is an estimate of the field strength of the corresponding signal type. (see 9.3.1.2).

The Field Strength Estimate Array is only valid for Sensing Mode 2.

	Error Standard Deviation Array
	Array
	
	Each element in the Array is the standard deviation of the corresponding field strength estimate in the field strength estimate Array. 

The Error Standard Deviation Array is only valid for Sensing Mode 3.


6.9.28.1 When generated

The MLME-PLME-SAP-SENSING-RESULTS.indication primitive is generated by the PLME and issued to the MLME to indicate the results of a previously issued request to the local PHY SSF have been generated.

6.9.28.2 Effect on receipt

When the MLME receives the MLME-PLME-SAP-SENSING-RESULTS.indication it will obtain the sensing results to its request to the local PHY SSF. 

10.9 Geo-location Services
The PHY layer provides local geolocation services through its satellite-based location acquisition unit to the SM/SA through the MLME-PLME-SAP. Table 292 summarizes the geolocation primitives supported by the PLME through the MLME-PLME-SAP interface. The primitives are discussed in the subclauses referenced in the table.

— Geolocation Primitives supported by the MLME-PLME-SAP

	Name
	Request
	Indication
	Confirm

	MLME-PLME-SAP-GEOLOCATION
	9.5.1
	
	9.5.2

	MLME-PLME-SAP-GEOLOCATION-RESULTS
	
	9.5.3
	


9.4.1 MLME-PLME-SAP-GEOLOCATION.request

The MLME-PLME-SAP-GEOLOCATION.request primitive allows the MLME to request the local PHY geolocation unit to perform geolocation.  Table 293 specifies the parameters for the MLME-PLME-SAP-GEOLOCATION.request primitive.

— MLME-PLME-SAP-GEOLOCATION.request parameters

	Name
	Type
	Valid Range
	Description

	NMEA Sentence Request
	String
	(length 6 octets)
	NMEA 0183 ASCII string (e.g. $GPGGA)


6.9.28.1 When generated

The MLME-PLME-SAP-GEOLOCATION.request primitive is generated by the MLME and issued to its PLME to request the local PHY geolocation service to perform geolocation.

6.9.28.2 Effect on receipt

When the PLME receives the MLME-PLME-SAP-GEOLOCATION.request primitive, it requests the local PHY geolocation service to perform geolocation. 

On receipt of the MLME-PLME-SAP-GEOLOCATION.request the PLME shall issue a MLME-PLME-SAP-GEOLOCATION.confirm primitive to the MLME with a status value.

9.4.2 MLME-PLME-SAP-GEOLOCATION.confirm

The MLME-PLME-SAP-GEOLOCATION.confirm primitive is used to inform the MLME whether its request to the local PHY geolocation service was successfully generated by the MLME.  Table 294 specifies the parameters for the MLME-PLME-SAP-GEOLOCATION.confirm primitive.

— MLME-PLME-SAP-GEOLOCATION.confirm parameters

	Name
	Type
	Valid Range
	Description

	Status
	Enumeration
	SUCCESS, INVALID_REQUEST
	The value indicates whether the requested query was successfully generated.


6.9.28.1 When generated

The MLME-PLME-SAP-GEOLOCATION.confirm primitive is generated by the PLME and issued to its MLME to indicate whether the received MLME-PLME-SAP-GEOLOCATION.request was valid, in which case the PLME acquires the requested NMEA sentence from the local PHY geolocation service.

6.9.28.2 Effect on receipt

When the MLME receives the MLME-PLME-SAP-GEOLOCATION.confirm primitive, it will identify whether its request to the local PHY geolocation service was successfully received by the PLME.  The status parameter indicates the appropriate error code from Table XX in case the local PHY geolocation service was not available. 

9.4.3 MLME-PLME-SAP-GEOLOCATION-RESULTS.indication

The MLME-PLME-SAP-GEOLOCATION-RESULTS.indication primitive is used to inform the MLME when a response to a previously issued request to the local PHY geolocation service was successfully received by the PLME.  Table 295 specifies the parameters for the MLME-PLME-SAP-GEOLOCATION-RESULTS.indication primitive.

— MLME-PLME-SAP-GEOLOCATION-RESULTS.indication parameters

	Name
	Type
	Valid Range
	Description

	Length
	Integer
	0-128
	Length of the location data string in octets (0 to 128 characters)

	Location Data String
	Char
	
	NMEA 0183 ASCII string


6.9.28.1 When generated

The MLME-PLME-SAP-GEOLOCATION-RESULTS.indication primitive is generated by the PLME and issued to the MLME to indicate the reception of a response to a query previously issued to the local PHY geolocation service.

6.9.28.2 Effect on receipt

When the MLME receives the MLME-PLME-SAP-GEOLOCATION-RESULTS.indication it will identify whether the response to its request to the local PHY service was successfully received by the PLME, in which case, the MLME will obtain NMEA string containing the latitude and longitude information. If the response is not successful the MLME may decide to issue another request.
10.10 Spectrum Sensing

Spectrum sensing is the process of observing the RF spectrum of a television channel to to determine its occupancy (by either incumbents or other WRANs). 

The base station and all CPEs shall implement the spectrum sensing function

The spectrum sensing function observes the RF spectrum of a television channel and reports the results of that observation to the SM (at the BS) or the SA (at a CPE).  The spectrum sensing function is described in Sub-clauses 9.2 and 9.3.

9.4.1 The Spectrum Sensing Function

The spectrum sensing function observes the RF spectrum of a television channel for a set of signal types and reports the results of this observation.  The spectrum sensing function is implemented in both the base station and the CPEs.  There are MAC management frames that allow the base station to control the operation of the spectrum sensing function within each of the CPEs.  Figure 160 illustrates the inputs and outputs of the spectrum sensing function.

The inputs to the spectrum sensing function come from the spectrum manager (SM) in the case of the BS and/or the SA in the case of a CPE. The inputs to the spectrum sensing function are described in Sub-clause 9.1.1. The outputs from the spectrum sensing function are returned to the SM and/or the SA. The outputs of the spectrum sensing function are described in Sub-clause 9.1.2.  The behaviour of the spectrum sensing function is described in Sub-clause 9.1.3.

Some of the possible sensing techniques that can be used to realize the spectrum sensing function are described in Annex A.  The use of any specific sensing technique is optional, as long as the inputs, outputs and behaviour meet the specification of this sub-clause.


[image: image25]
The Spectrum Sensing Function

6.9.28.1 SSF Inputs

A summary of the spectrum sensing inputs is given in Table 296.

— The Spectrum Sensing Function Input Signals

	Input Name
	Input  Description

	RF
	Radio Frequency

	Channel Number
	The channel number which is to be sensed by the SSF

	Channel Bandwidth
	The bandwidth of the channel to be sensed by the SSF

	Signal Type Array
	An array indicating the signal types for which the SSF is to sense 

	Sensing Window Specification Array
	An array of sensing window specifications.  Each SFS specifies the details of the sensing window for a given signal type being sensed 

	Sensing Mode
	The sensing mode specifies which SSF outputs are valid and in some cases it specifies the behaviour of the SSF

	Maximum Probability of False Alarm (could be array to allow different values for different signal types)
	In sensing modes 0 and 1 this value specifies the maximum probability of false alarm for each sensing mode decision in the signal present array


The RF input shall be connected to the output of a series of RF amplifiers which are themselves connected to the WRAN sensing antenna.

The channel number is the television channel number that the SSF is to sense.  The center frequency for each channel number is given in Table XYZ.

The channel bandwidth is the bandwidth of the television channel that the SSF is to sense.

The signal type array (STV) indicates which signal types are to be sensed for by the SSF.  The array is a one-dimensional array of length STVLength, indexed from 0 to STVLength -1.  The STV is a binary array whose elements are either zero or 1.  The i-th element in the array specifies whether the SSF is to sense for i-th signal type.  The mapping of STV index to signal type is given in Table 297.

The value of STVLength is 2 octets.

— Signal Type Array Indices

	STV Index
	Signal Type

	0
	Any Signal Type

	1
	IEEE 802.22 WRAN

	2
	IEEE 802.22.1 Sync Burst

	3
	IEEE 802.22.1 PPDU

	4
	ATSC

	5
	NTSC

	6
	Wireless Microphone

	7
	DVB-T

	8-15
	Reserved


A one in index zero of the STV indicates sensing for any signal type, with no distinction between signal types.  A one in index one of the STV indicates the SSF should sense for an 802.22 WRAN.

As an example, if the STV is given as follows, [edit figure to represent 2 octet size]
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Then the SSF shall sense for an 802.22.1 Sync Burst, an ATSC signal, and NTSC signal and a wireless microphone.

The sensing window specification array (SWSV) is a one-dimensional array of length STVLength.  Each element in the SWSV is a sensing window specification (SWS).  If the i-th element of the STV is one (1) then the i-th element of the SWSV shall be set to a valid sensing window specification.  If the i-th element of the STV is set to zero (0) then the i-th element of the SWSV does not need to be set to a valid SWS since it will be ignored by the SSF.

A sensing window specification (SWS) consists of two parameters.  These two parameters specify the window of time over which the SSF shall sense for specified signal type.  Figure 161 illustrates a sensing window.

A sensing window consists of NumSensingPeriods number of sensing periods. The minimum number of sensing periods is one and the maximum number is TBD.

Each sensing period is of duration SensingPeriodDuration symbols and adjacent sensing periods are separated by SensingPeriodInterval symbols as shown in Figure 126.
The parameters in a sensing window specification are given in Table 298.

The details of when a sensing window starts and the scheduling of the, possibly multiple, quiet times are detailed in the MAC.
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— Bounds of Sensing Window Specifications 

	Parameter Name
	Range
	Units
	Value

	NumSensingPeriods
	0 to 63
	integer
	comes from SM or SA

	SensingPeriodDuration
	0 to 1023
	symbols
	comes from SM or SA

	SensingPeriodInterval
	0 to 255
	frames
	comes from SM or SA


[Need text here to refer to appropriate parts of MAC section to allow flexible definition of sensing windows and assure interoperability and performance and need to define bounds for quiet periods in some part of this major section on the SSF]

Quiet times are scheduled by the MAC layer.  Quiet periods can be scheduled using the superframe control header as described in Clause 6.6.1.  Also, quiet periods can be scheduled using the channel quiet request message, as described in Clause 6.9.21.5.  A general discussion on quiet periods can found in Clause 6.21.3  

The sensing mode specifies which outputs of the SSF are valid and in some cases the behaviour of the SSF.  Table 299 summarizes the valid SSF outputs for each of the sensing modes.  The table also includes a description of each sensing mode.

— Summary of the Sensing Modes

	Sensing Mode
	Valid SSF Outputs
	Description

	0
	Signal Present Array
	For each signal type the SSF generates a binary decision as to whether the signal is present in the television channel

	1
	Signal Present Array

Confidence Array
	Same as sensing mode 0 with the addition of a confidence metric for binary decision

	2
	Field Strength Estimate Array


	For each signal type the SSF generates an estimate of the field strength of that signal 

	3
	Error Standard Deviation Array
	The standard deviation of the field strength estimate from Mode 2 if implemented


Mode 0 is mandatory at the BS and the CPE. 

Mode 1 is optional at the BS and the CPE. 

Mode 2 is optional at the BS and the CPE.

Mode 3 is optional at the BS and the CPE.

The maximum probability of false alarm input specifies the behaviour of the elements of the signal present array when no signal is present on the RF input.  The details of the behaviour of the SSF, and its dependence on this input parameter, are given in Clause 9.1.3.

6.9.28.2 SSF Outputs

The sensing mode and the signal type array are passed through the SSF.  These parameters indicate which of the other SSF outputs are valid and hence are useful for subsequent processing.  The MAC messages for specifying the sensing measurement report structure are covered in Clause 6.9.22.  There is a general description of sensing measurement reporting in Clause 6.21.1.4.

The signal present array is a one dimensional array of length STVLength.  Each element in the array is a signal present decision.  Each decision can take on three possible values, which are given in Table 300.  The i-th signal present decision corresponds to the i-th signal type as listed in Table 297.

— Values of the Signal Present Decision

	Value of Signal Present Decision
	Description

	TRUE
	SSF decided that the signal is present in the channel

	FALSE
	SSF decided that the signal is not present in the channel

	NODECISION
	The SSF makes no decision regarding the presence of the signal in the channel.  This is the output when the SSF was not instructed to sense for the signal type.


The confidence array is a one dimensional array of confidence metrics.  The i-th confidence metric indicated the confidence in the i-th signal present decision.  A confidence metric varies between a minimum of zero (0) indicating no confidence in the signal present decision and a maximum of one (1) indicating total confidence in the signal present decision.  In practice since it is unlikely the SSF will have no confidence in the SPD or have total confidence in the SPD, the confidence metric is typically larger than zero and smaller than one.  The range of a confidence metric is given in Table 301.  [unsigned int 0-15 or 0-255] (nibble or byte]]

— Range of a Confidence Metric

	Limit
	Value
	Description

	Minimum confidence metric
	0
	No confidence in SPD

	Maximum confidence metric
	1
	Total confidence in SPD


The field strength estimate array is a one dimensional array of field strength estimates.  The i-th field strength estimate is an estimate of the i-th signal type measured at the location of the station (base station or CPE) in which the SSF resides.  The range of a field strength estimate is given in Table 302 for a 8-bit resolution and an increment of 0.5 dB.

— Range of a Field Strength Estimate

	Limit
	Value
	Units
	Description

	FSMin
	10
	dB(V/m
	Minimum Field Strength Estimate

	FSMax
	137.5
	dB(V/m
	Maximum Field Strength Estimate


The error standard deviation array is a one dimensional array with each element in the array is the standard deviation of the corresponding estimate in the field strength estimate array.  The range of an error standard deviation of a field strength estimate is given in Table 303.

— Range of the Standard Deviation of a Field Strength Estimate Error

	Limit
	Value
	Units
	Description

	ESDMin
	0
	dB
	Minimum Standard Deviation of the Field Strength Estimate Error

	ESDMax
	TBD
	dB
	Maximum Standard Deviation of the Field Strength Estimate Error


6.9.28.3 SSF Behavior

In this clause all references to signal power refer to the signal power measured as the input to the sensing receiver.

10.10.1.3.0 Sensing Mode 0

When the sensing mode is set to zero (0) the only valid SSF outputs are listed in Table 304.

— Valid outputs in Sensing Mode 0

	Sensing Mode

	Signal Type Array

	Signal Present Array


The values of Sensing Mode and Signal Type Array are the same as their input values.

In sensing mode zero, if the i-th element of the signal type array is zero then the i-th element of the SPV shall be set to NODECISION.

— Summary of SPV for Sensing Mode Zero with STV(i) set to 0

	Sensing Mode
	STV Index

i
	Signal Type
	STV(i)
	SPV(i)

	0
	0
	Any Signal Type
	0
	NODECISION

	0
	1
	IEEE 802.22 WRAN
	0
	NODECISION

	0
	2
	IEEE 802.22.1 Sync Frame
	0
	NODECISION

	0
	3
	IEEE 802.22.1 PPDU
	0
	NODECISION

	0
	4
	ATSC
	0
	NODECISION

	0
	5
	NTSC
	0
	NODECISION

	0
	6
	DVD
	0
	NODECISION

	0
	7
	Wireless Microphone:

Spectral characteristic match (center frequency, bandwidth)
	0
	NODECISION

	0
	8
	Wireless Microphone:

Spreading code detection
	0
	NODECISION

	0
	9
	Wireless Microphone:

Sync word detection
	0
	NODECISION

	0
	10
	Wireless microphone:

Index properly decodes
	0
	NODECISION

	0
	11
	Wireless Microphone:

Payload passes CRC
	0
	NODECISION

	0
	12
	Wireless Microphone:

Payload authenticates
	0
	NODECISION


In sensing mode zero if the i-th element of the signal type array is set to one and there is no signal present at the sensing antenna then the i-th element of the SPV shall be FALSE with probability greater than or equal to 1-MPFA , where MPFA is the maximum probability of false alarm [KAY1]. And the i-th element of the SPV is set to TRUE with probability less than or equal to MPFA.

The behavior of the SSF in sensing mode 0 with the i-th element of STV set to one and with no signal present at the sensing antenna is summarized in Table 306.

— Summary of SPV for Sensing Mode Zero with STV(i) set to 1 with no Signal Present

	Sensing Mode
	STV Index

i
	Signal Type
	STV(i)
	SPV(i)
	Probability (need or not?)

	0
	0
	Any Signal Type
	1
	FALSE
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	0
	1
	IEEE 802.22 WRAN
	1
	FALSE
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MPFA
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	0
	2
	IEEE 802.22.1 Sync Frame
	1
	FALSE
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	0
	3
	IEEE 802.22.1 PPDU
	1
	FALSE
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	0
	4
	ATSC
	1
	FALSE
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	0
	5
	NTSC
	1
	FALSE
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	0
	6
	Wireless Microphone
	1
	FALSE
	
[image: image34.wmf]P(SPV(5) = FALSE)(1)

MPFA

³-



	0
	7
	DVB
	1
	FALSE
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In sensing mode zero with the i-th element of the STV set to one and with the signal present in the channel at the specified signal power level given in Table 307, the i-th output of the SPV shall be TRUE with probability greater than or equal to the value specified in Table 307.

The behaviour of the SSF output SPV is specified in Table 307.

— Summary of SSF Outputs for Sensing Mode Zero

	Sensing Mode
	STV Index

i
	Signal Type
	STV(i)
	Signal Power
	SPV(i)
	Probability (need or not?)

	0
	0
	Any Signal Type
	1
	TBD
	TRUE
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	0
	1
	IEEE 802.22 WRAN
	1
	TBD
	TRUE
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	2
	IEEE 802.22.1 Sync Burst
	1
	TBD
	TRUE
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	0
	3
	IEEE 802.22.1 PPDU
	1
	TBD
	TRUE
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	0
	4
	ATSC
	1
	-116 dBm
	TRUE
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	0
	5
	NTSC
	1
	-94 dBm
	TRUE
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	0
	6
	Wireless Microphone
	1
	-107 dBm
	TRUE
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	0
	7
	DVB-T
	1
	TBD
	TRUE
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10.10.1.3.1 Sensing Mode 1

When the sensing mode is set to one, the only valid SSF outputs are listed in Table 308.

— Valid outputs in Sensing Mode 1

	Sensing Mode

	Signal Type Array

	Signal Present Array

	Confidence Array


The values of sensing mode, signal type array and signal present array are the same as in sensing mode 0.

If the i-th element of the signal type array is set to zero then the i-th element of the confidence array is set to 0.

If the i-th element of the signal type array is set to one then the i-th element of the confidence array is a confidence metric indicating the confidence the SSF has in the i-th element of the signal present array.  A confidence metric is a measure of the confidence of a decision.  The range of a confidence metric is given in Table 301.

If the i-th element of the SPV is TRUE and the signal power of the i-th signal type is increased then the average value of the confidence metric should increase.

If the i-th element of the SPV is FALSE and the signal power of the i-th signal type is decreased then the average value of the confidence metric should increase.

10.10.1.3.2 Sensing Mode 2

When the sensing mode is set to two the only valid SSF outputs are listed in Table 309.

— Valid outputs in Sensing Mode 2

	Sensing Mode

	Signal Type Array

	Field Strength Estimate Array

	Error Standard Deviation Array


The values of sensing mode and signal type array are the same as their input values.

If the i-th element of the STV is set to zero then the i-th element of the FSEV shall be invalid since the i-th signal type is not sensed.

If the i-th element of the STV is set to one then the i-th element of the FSEV shall be an estimate [KAY2] of the field strength of the i-th signal type at the location of the antenna connected to the station in which the SSF resides.

If the i-th element of the STV is set to zero then the i-th element of the ESDV shall be invalid since the i-th signal type is not sensed.

If the i-th element of the STV is set to one then the i-th element of the ESDV shall be the average standard deviation of the i-th FSEV.  This average standard deviation is the square root of the average variance of the field strength estimate [KAY2].

10.11 PHY Spectrum Sensing Services
The 802.22 PHY layer provides local spectrum sensing services through its SSF accessed through the MLME-PLME-SAP. Table 310 summarizes the spectrum sensing primitives supported by the PLME through the MLME-PLME-SAP interface. The primitives are discussed in the sub-clauses referenced in the table.

— Spectrum Sensing Primitives supported by the MLME-PLME-SAP

	Name
	Request
	Indication
	Confirm

	MLME-PLME-SAP-CHANNEL-SENSING
	9.4.1
	
	9.4.2

	MLME-PLME-SAP-SENSING-RESULTS
	
	9.4.3
	


9.4.1 MLME-PLME-SAP-CHANNEL-SENSING.request

The MLME-PLME-SAP-CHANNEL-SENSING.request primitive allows the MLME to request the local PHY SSF unit to perform spectrum sensing.  Table 311 specifies the parameters for the MLME-PLME-SAP-CHANNEL-SENSING.request primitive.

— MLME-PLME-SAP-CHANNEL-SENSING.request parameters

	Name
	Type
	Valid Range
	Description

	Channel Number
	Integer
	
	The channel number which is to be sensed by the SSF

	Channel Bandwidth
	Integer
	
	The bandwidth of the channel to be sensed by the SSF

	Sensing Mode
	Integer
	0-2
	The sensing mode specifies which SSF outputs are valid as specified in Section 9.3.1.1.

	Signal Type Array
	Array
	
	An array indicating which signal types the SSF is to sense for as specified in Section 9.3.1.1.

	Sensing Window Specification Array
	Array
	
	An array of sensing window specifications as specified in Section 9.3.1.1.

Each element in the Sensing Window Specification consists of:

 NumSensingPeriods SensingPeriodDuration

SensingPeriodInterval

	Maximum Probability of False Alarm Array
	Array
	
	This value is valid only for sensing modes 0 and 1. Each element specifies the maximum probability of false alarm for the corresponding signal type decision in the sensing present array.


6.9.28.1 When generated

The MLME-PLME-SAP-CHANNEL-SENSING.request primitive is generated by the MLME and issued to its PLME to request the local PHY SSF to perform spectrum sensing.

6.9.28.2 Effect on receipt

When the PLME receives the MLME-PLME-SAP-CHANNEL-SENSING.request primitive, it requests the local PHY SSF to perform spectrum sensing. 

On receipt of the MLME-PLME-SAP-CHANNEL-SENSING.request the PLME shall issue a MLME-PLME-SAP- CHANNEL-SENSING.confirm primitive to the MLME with a status value.

9.4.2 LME-PLME-SAP-CHANNEL-SENSING.confirm

The MLME-PLME-SAP-CHANNEL-SENSING.confirm primitive is used to inform the MLME whether its request to the local PHY SSF was successfully generated by the MLME.  Table 312 specifies the parameters for the MLME-PLME-SAP-CHANNEL-SENSING.confirm primitive.

— MLME-PLME-SAP-CHANNEL-SENSING.confirm parameters

	Name
	Type
	Valid Range
	Description

	Channel Number
	Integer
	
	The channel number which is to be sensed by the SSF

	Sensing Mode
	Integer
	0-2
	The sensing mode specifies which SSF outputs are valid as specified in Section 9.3.1.1.

	Status
	Enumeration
	SUCCESS, INVALID_REQUEST,

INVALID_SIGNAL_TYPES
	The value indicates whether the sensing request was successfully generated.

	Invalid Signal Type Array
	Array
	
	This attribute is valid only if the Status = INVALID_SIGNAL_TYPEs

A Array indicating the requested signal types the SSF will not be able to sense for. This Array is defined similarly to the Signal Type Array (see 9.3.1.1).


6.9.28.1 When generated

The MLME-PLME-SAP-CHANNEL-SENSING.confirm primitive is generated by the PLME and issued to its MLME to indicate whether the received MLME-PLME-SAP-CHANNEL-SENSING.request was valid and whether the SSF is able to perform sensing for the signal types as requested. If the SSF is able to perform the sensing in the requested sensing mode and with the requested probability of false alarm for all types of signals requested, the Status code shall be set to SUCCESS. If the SSF is do not support the requested sensing mode, the status value should be INVALID_REQUEST. If one or more of the signal types in the request is not valid or the SSF does not have the capability to sensing a requested signal type, the status code should be set to INVALID_SIGNAL_TYPE and the corresponding invalid signal types shall be indicated in the Invalid Signal Type Array.

6.9.28.2 Effect on receipt

When the MLME receives the MLME-PLME-SAP-CHANNEL-SENSING.confirm primitive, it will identify whether its request to the local PHY SSF was successfully received by the PLME.  The status parameter indicates the appropriate error code from Table XX in case the request is invalid. 

9.4.3 MLME-PLME-SAP-SENSING-RESULTS.indication

The MLME-PLME-SAP-SENSING-RESULTS.indication primitive is used to inform the MLME when the results of a previously issued request to the local PHY SSF were successfully generated by the SSF.  Table 313 specifies the parameters for the MLME-PLME-SAP-SENSING-RESULTS.indication primitive.

— MLME-PLME-SAP-SENSING-RESULTS.indication parameters

	Name
	Type
	Valid Range
	Description

	Channel Number
	Integer
	
	The number of the channel sensed

	Sensing Mode
	Integer
	0-2
	The sensing mode used by the SSF to perform the measurements as specified in Section 9.3.1.1.

	Signal Type Array
	Array
	
	A Array indicating which signal types the SSF sensed for as specified in Section 9.3.1.1.

	Signal Present Array
	Array
	
	Each element in the Array is a signal present decision.  Each decision can take on three possible values, which are given in 9.3.1.2 (Table 300).

	Confidence Array
	Array
	
	Each element in the confidence Array is a confidence metric for the sensing result for the corresponding signal type as defined in 9.3.1.2.

The Confidence Array is only valid for Sensing Mode 1.

	Field Strength Estimate Array
	Array
	
	Each element in the Array is an estimate of the field strength of the corresponding signal type. (see 9.3.1.2).

The Field Strength Estimate Array is only valid for Sensing Mode 2.

	Error Standard Deviation Array
	Array
	
	Each element in the Array is the standard deviation of the corresponding field strength estimate in the field strength estimate Array. 

The Error Standard Deviation Array is only valid for Sensing Mode 3.


6.9.28.1 When generated

The MLME-PLME-SAP-SENSING-RESULTS.indication primitive is generated by the PLME and issued to the MLME to indicate the results of a previously issued request to the local PHY SSF have been generated.

6.9.28.2 Effect on receipt

When the MLME receives the MLME-PLME-SAP-SENSING-RESULTS.indication it will obtain the sensing results to its request to the local PHY SSF.

10.12 Geolocation/Database

Two modes of geolocation can be used with the 802.22 standard. Satellite-based geolocation is mandatory.  The MAC requirements are described below.  Terrestrial-based geolocation using the CDMA ranging and the coexistence beacon protocol is also described below.

9.4.1 Satellite-based Geolocation

The WRAN system shall use its satellite-based geolocation capability to determine the latitude and longitude of the BS transmitting antenna within a radius of 15 m and its altitude above mean sea level.  

The BS geolocator shall use NMEA strings provided by each CPE’s satellite-based geolocation subsystem to determine the location of the CPE and to determine the distance between the CPE location and each nearby incumbent protected contour.  

9.4.2 Terrestrially-based Geolocationd Geolocation

Geolocation is achieved in a two-step process. First, the range between the CPEs and their BS shall be determined. Second, the distance between various CPEs within a cell can be determined to enhance geolocation resolution. The goal of this process is to allow the geolocator to build a graphic representaion of the set of CPEs that form a cell under the BSs control. An abstract entity, called the geolocator, shall  send ranging requests (to the BS), receive the responses (from the BS) and perform the calculus to derive this representation from a combination of ranging data and waypoints.

6.9.28.1 Geolocator

This entity requests and stores ranging information collected by a BS and its CPEs as well as waypoint information and computes the distance between the BS and each of its CPEs (9.9.2.2) as well as the distance between selected CPEs (9.9.2.3) within a cell.

When the geolocator wants to locate a CPE, it determines which benchmark devices will be used. It then signals the BS or BSs it has selected that it wants to locate a CPE and which benchmark devices are to be used in the process, using a specific Fine Ranging Symbol Set (FRSS). 

The BS now sends a Fine Ranging Arm request to its assocaited benchmark CPEs that are to capture the FRSS. It then sends a Fine Ranging Burst Transmission Request to the CPE to be ranged or located. 

Following this request, the CPE to be ranged captures and stores the next DS-SCH-FRSS amplitudes and phases before correction. In the following CBP interval, the CPE emits the requested FRSS (US-FRSS) along with the data describing the captured DS-SCH FRSS amplitudes and phases. The BS and its CPE's capture the US-FRSS tone amplitudes and phases along with the DS-SCH-FRSS data. The BS forwards this raw data to the Geolocator. The BS then querries its reference CPEs. The reference CPEs then send their DS-SCH-FRSS and US-FRSS data to the BS that relays this to the Geolocator.

Using all this information, the Geolocator computes the location of the CPE to be located and returns a NMEA longitude-latitude string to the BS.

6.9.28.2 BS to CPE

The superframe preambule will be used for CPE synchronisation in time and frequency. It shall be followed by a message containing information (as requested by the geolocator) to trigger the acquisition and storage at the CPE of the symbol transmitted by the BS as received by the CPE and returned to the BS by the CPE in the same (or a subsequent) superframe as scheduled by the BS. This « Timeout » message (see section 6.9.24) is sent by the BS to the CPE to the exclusion of any other communication with the BS in this interval. During this interval, de BS will retain the CPEs CID such as to allow it to reconnect to the BS without requiring a resynchronization at the end of this interval.

At the end of this interval, the CPE, already having a scheduled reserved response time window, shall respond to the BS with a 'US PHY PDU'; the BCH shall contain the identification of both the BS and CPE entities and this CPE shall transmit the symbol (formed of the set of previously acquired DS pilot measurements) to the BS in the payload of the 'MAC PDU', and the BS shall relay these with a minimum resolution of 3 ns, less the scheduling delays it introduced, back to the geolocator. The geolocator shall store this measured data and use it at a later time to compute the geographic location.

6.9.28.3 CPE to CPE

Inter-CPE communication is possible by the means provided by the ‘CBP packets’. These are used, amongst other things, for self-coexistence between WRAN systems. The superframe ‘self-coexistence windows’ are under the BSs' control. They shall allow a given CPE to transmit a « CBP packet » while indicating that this packet is destined for geolocation ranging purposes.  A CPE to CPE ranging initiative shall come from a BS throught a ‘BLM-REQ’ management message and shall request a CPE to communicate to another CPE within a cell. The BS shall specify the CPE response interval and the means to be used. The ‘BLM-REP’ is the means for the CPE to communicate its response to the BS at the end of the sepcified delay interval.

The BS sends the preamble followed by the 'SCH' with the 'CT=1' field to indicate that the following transmission will be a gelolcation ‘CBP MAC PDU’. To this effect, the CBP beacon shall carry the CBP Geolocation IE (see 6.7.1.2.1.21), which contains the MAC address of the CPE transmitting the ‘Beacon MAC PDU’ .  By carrying the CBP Geolocation IE, these beacons shall be distinguished as geolocation messages. The 'Payload' shall contain scheduling information necessary to precisely determine the « Timeout » interval, interval after which the receiving CPE shall return the acquired measurements from the requesting CPE. The second CPE shall then forward its aquired measurements to the BS at the specified interval. The BS shall then deduct the scheduling intervals and report the flight times back to the geolocator. The geolocator may then extract the flight time from the BS to the CPE and the inter-CPE reported flight time and calculate the precise geographic location of each CPE.]
10.13 Geo-location Services

The PHY layer provides local geolocation services through its satellite-based location acquisition unit to the SM/SA through the MLME-PLME-SAP. Table 314 summarizes the geolocation primitives supported by the PLME through the MLME-PLME-SAP interface. The primitives are discussed in the subclauses referenced in the table.

— Geolocation Primitives supported by the MLME-PLME-SAP

	Name
	Request
	Indication
	Confirm

	MLME-PLME-SAP-GEOLOCATION
	9.5.1
	
	9.5.2

	MLME-PLME-SAP-GEOLOCATION-RESULTS
	
	9.5.3
	


9.4.1 MLME-PLME-SAP-GEOLOCATION.request

The MLME-PLME-SAP-GEOLOCATION.request primitive allows the MLME to request the local PHY geolocation unit to perform geolocation.  Table 315 specifies the parameters for the MLME-PLME-SAP-GEOLOCATION.request primitive.

— MLME-PLME-SAP-GEOLOCATION.request parameters

	Name
	Type
	Valid Range
	Description

	NMEA Sentence Request
	String
	(length 6 octets)
	NMEA 0183 ASCII string (e.g. $GPGGA)


6.9.28.1 When generated

The MLME-PLME-SAP-GEOLOCATION.request primitive is generated by the MLME and issued to its PLME to request the local PHY geolocation service to perform geolocation.

6.9.28.2 Effect on receipt

When the PLME receives the MLME-PLME-SAP-GEOLOCATION.request primitive, it requests the local PHY geolocation service to perform geolocation. 

On receipt of the MLME-PLME-SAP-GEOLOCATION.request the PLME shall issue a MLME-PLME-SAP-GEOLOCATION.confirm primitive to the MLME with a status value.

9.4.2 MLME-PLME-SAP-GEOLOCATION.confirm

The MLME-PLME-SAP-GEOLOCATION.confirm primitive is used to inform the MLME whether its request to the local PHY geolocation service was successfully generated by the MLME.  Table 316 specifies the parameters for the MLME-PLME-SAP-GEOLOCATION.confirm primitive.

— MLME-PLME-SAP-GEOLOCATION.confirm parameters

	Name
	Type
	Valid Range
	Description

	Status
	Enumeration
	SUCCESS, INVALID_REQUEST
	The value indicates whether the requested query was successfully generated.


6.9.28.1 When generated

The MLME-PLME-SAP-GEOLOCATION.confirm primitive is generated by the PLME and issued to its MLME to indicate whether the received MLME-PLME-SAP-GEOLOCATION.request was valid, in which case the PLME acquires the requested NMEA sentence from the local PHY geolocation service.

6.9.28.2 Effect on receipt

When the MLME receives the MLME-PLME-SAP-GEOLOCATION.confirm primitive, it will identify whether its request to the local PHY geolocation service was successfully received by the PLME.  The status parameter indicates the appropriate error code from Table XX in case the local PHY geolocation service was not available. 

9.4.3 MLME-PLME-SAP-GEOLOCATION-RESULTS.indication

The MLME-PLME-SAP-GEOLOCATION-RESULTS.indication primitive is used to inform the MLME when a response to a previously issued request to the local PHY geolocation service was successfully received by the PLME.  Table 317 specifies the parameters for the MLME-PLME-SAP-GEOLOCATION-RESULTS.indication primitive.

— MLME-PLME-SAP-GEOLOCATION-RESULTS.indication parameters

	Name
	Type
	Valid Range
	Description

	Length
	Integer
	0-128
	Length of the location data string in octets (0 to 128 characters)

	Location Data String
	Char
	
	NMEA 0183 ASCII string


6.9.28.1 When generated

The MLME-PLME-SAP-GEOLOCATION-RESULTS.indication primitive is generated by the PLME and issued to the MLME to indicate the reception of a response to a query previously issued to the local PHY geolocation service.

6.9.28.2 Effect on receipt

When the MLME receives the MLME-PLME-SAP-GEOLOCATION-RESULTS.indication it will identify whether the response to its request to the local PHY service was successfully received by the PLME, in which case, the MLME will obtain NMEA string containing the latitude and longitude information. If the response is not successful the MLME may decide to issue another request.

10 Configuration
[FRD

The WRAN firmware SHALL meet regulatory requirements to be tamper-proof to prevent unauthorized modification to firmware and/or functionalities (e.g., CPE MAC address, cognitive functionality, RF sensing, DFS, TPC, tuning). Any attempt to load unapproved firmware into a WRAN device shall render it inoperable.

] 
Annex B (informative)
 Example of the functionality of the CPE Spectrum Automaton
Introduction

There are three instances where the CPE will need to control its sensing behavior locally without immediate control of the base station.  These are:

a)
at the initial turn-on of the CPE before association is established with the base station;

b)
when the CPE looses contact with its base station; and

c)
during idle time when the base station has not attributed any specific task to either the CPE sensing signal path or the WRAN signal path, or both.

These are the only cases where local autonomous intelligence related to spectrum sensing, akin to a ‘spectrum management’ function at the base station, will be required at the CPE.  The CPE local spectrum sensing should be considered more as a set of simple CPE MAC routines (sensing automaton) than complex ‘spectrum manager’ functions that will reside at the base station.  The functionality of the CPE local autonomous spectrum sensing for these three specific cases is covered in the following sub-sections.

Initial turn on

The functionality of the CPE local autonomous spectrum sensing when the CPE is initially switched on is described below for an example of implementation and illustrated in Figure 200.  At initial turn-on and self-test, the CPE will need to sweep all the TV channels that are within its range of operation plus one more channel at both ends unless it goes beyond the extent of the relevant TV band.

For each channel, an RSSI measurement will be performed on the WRAN signal path and attempt shall be made to capture a WRAN superframe header or a CBP packet. An RSSI measurement
 shall also be performed on the sensing signal path.  If an SCH is captured and the level of RF signal is sufficiently high, the WRAN signal path will attempt to acquire the frame header, the broadcast PDU’s sent by the BS to advertise the WRAN service for CPE initialization and the management packet providing the channel occupancy from the base station; the CHO-UPD MAC message.  If an SCH can be acquired but the signal level is insufficient or a CBP packet can be captured, the presence of a WRAN signal will be recorded along the channel number and the measured RSSI.  If an SCH or a CBP packet cannot be detected, the sensing path RSSI will be evaluated whether the level of the RF signal is sufficient to carry out a fast signal classification.  The result of the measurement will be stored locally so that it can later be sent to the base station when association is established or later on upon request from the BS.

For those TV channels where the RF energy is found to be insufficient to allow for fast signal classification or even provide for a reliable RSSI measurement, fine sensing will be applied to determine the presence of broadcast incumbents and their signal type.  Again, the information on whether there is a broadcast incumbent in a channel or not and its type will be stored locally so that it can later be sent to the base station when association is established or later upon request from the BS.

The channel will then be incremented to repeat the above initial sensing.  The order in which the channels are to be sensed will be implementation dependent but a simple sweep going from the lowest channel of the range to the highest will likely be the most straight-forward.  Note that the information acquired from the local WRAN base stations through the CHO-UPD MAC message during initialization could be used to skip the non-available channels and the signal classification and low level sensing on channels belonging to the “occupied” set to save time, but since time is less critical at initialization, it will be more useful for the CPE to document all the channels in the range and confirm that the incumbents indicated by the BS really exist in these ‘occupied’ channels and at what signal level at the CPE location.

Once all the TV channels to be scanned have been sensed, the information on the local WRAN channel occupancy that would not create interference to local incumbents on channels N and N+/-1 shall be made available to the higher layers at the CPE.  Note that if there is no WRAN channel that can be used, the CPE initialization will be aborted.  Depending on the CPE implementation, this information may be presented to the local interface of the CPE so that it could ultimately be displayed on the screen of the user terminal to allow for an informed choice among available local WRAN networks (similar to the Access Point selection in Wi-Fi).  Local algorithms could also be implemented in the CPE to automate the process for choosing the WRAN network.

Once the choice of a WRAN service on TV channel N0 has been made by the user or a local routine, a process to verify that the WRAN TX/RX antenna is properly oriented for the selected channel can be carried out based on the fact that the RSSI can be obtained from both the WRAN directional and the sensing omni-directional antennas.  If these two levels are not equal (within a 1 dB tolerance), indication would be sent to the higher layer that the azimuth of the antenna needs to be aligned for proper association with the selected WRAN service
.  (The signal differential could be sent to provide a variable indicating the goodness of the azimuth alignment for easy setup.)  Once the antenna azimuth has been changed, a new RSSI sensing is performed on the sensing and WRAN signal paths and a new comparison is made.  The process would loop until adequate azimuth alignment is achieved with the base station of the selected WRAN service (i.e., the two RSSI’s are within the 1 dB tolerance).  Although useful, this process will need to be used with care by the installer because it may not always result in a successful alignment of the WRAN antenna if high level multipath is present at the CPE location.

A second round of spectrum sensing will then take place on the selected channel (N0) and its adjacent channels (N0+/-1) to make sure that the sensing results are valid within a period of 2 seconds before the CPE can transmit.  Since, by definition, a WRAN service is present on the selected channel, the WRAN signal path will need to re-acquire the SCH or the CBP packet to determine the timing of the quiet periods in this channel since sufficient time will likely have passed since the first channel acquisition which was part of the systematic sweep of all the channels and that the timing of the quiet periods would likely have changed.  Low-power signal sensing and signal classification will then be carried out in channel N0 by the sensing path during these quiet periods to try to identify whether an incumbent service is present underneath the WRAN service. The findings will be recorded locally.
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Figure 1 Flow diagram for CPE sensing during initialization

The sensing process will then move to sense the two adjacent channels during the quiet periods
 by measuring the RSSI and, depending on whether the measured signal level is high or low, sense the presence of an incumbent signal and classify its type using a fast algorithm or a low-level sensing scheme.  If the channel belongs to the “occupied” set as signaled by the CHO-UPD message, the signal classification could be skipped since it is already known by the base station. The findings will be recorded locally and if incumbents are found in these channels, the selected channel will be eliminated from the list of available WRAN services and the updated list will be presented to the higher layers at the CPE for the selection of another WRAN service.  If no more WRAN service exists, the CPE initialization will be aborted. If no incumbent is present in the three channels sensed, the CPE initialization process will continue as described in section 6.16.3.

If the authorization is refused by the currently selected base station, a new shortened list of available WRAN services will be presented to the higher layers at the CPE for a new channel selection to be made as illustrated in Figure 200 by the entry point “A”.  Then, the next round of sensing process will be repeated with the alignment of the azimuth of the antenna toward the newly selected WRAN base station and the sensing of the newly selected channel (N0) and its adjacent channels (N0+/-1) as described above.  Upon successful sensing results, the CPE association process will continue as described in section  6.16.3.

Loss of contact with the base station

If the CPE looses contact with its base station, the CPE automaton local intelligence will make sure that a reasonable number of attempts are made to re-connect with the base station, while avoiding any potential interference to licensed incumbents.
  The functionality of the CPE local automaton for this loss of contact with the base station is described below and illustrated in Figure 201.

The CPE shall first identify whether or not a WRAN signal is still present on the selected channel by trying to capture the SCH.  If successful within 2 seconds, attempts to re-associate should be made through the BW Request opportunistic burst or upon specific invitation by the BS.  If this does not work, the re-association should start from an earlier stage with the CDMA ranging burst (entry point C in Figure 200).  If re-association cannot be achieved within 2 seconds.
, then the CPE should execute the second round of initial sensing for the co-channel and first adjacent channels cases to protect the broadcast incumbents (entry point B in Figure 200).

If the WRAN signal is no longer present in the channel, then the CPE will select the next TV channel on its back-up list and try to capture the superframe header to synchronize with the base station on this new channel and acquire the frame header.  If successful within 2 seconds, attempts to re-associate should be made through the BW Request opportunistic burst or upon specific invitation by the BS, or through the earlier stage of the CDMA ranging burst (entry point C in Figure 200).

If the new superframe capture is not successful, then the CPE should select the next TV channel on its backup list and repeat the process until a successful superframe capture is achieved.  If re-association on all the valid channels in the backup list has failed, the CPE will re-start its initialization process from the entry point “D” in Figure 200.
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Figure 2 Flow diagram for CPE sensing during loss of contact with the base station

Sensing during CPE idle time

In addition to being able to carry out all the in-band and out-of band sensing requested by the base station through the specific messages described in section 6.9.22.1, the CPE will need to have the necessary routines to autonomously sense its operating channel, the TV channels in its backup list and, as many channels as possible in its candidate channel list in the proper order of priority during its idle time.

Since the channels adjacent to the one being sensed (N+/-1) will also need to be verified, the CPE will need to have the capability of re-tuning its sensing RF path and WRAN signal path to the channels adjacent to those contained in its lists of channels to be sensed.  A RSSI measurement will first take place on the sensing path and RSSI will also be acquired through the WRAN signal path along with an acquisition of the SCH or CBP if WRAN operation is detected on the channel.

A large variation of management traffic due to sensing can be expected depending on how much local intelligence can be relied upon at the CPE to carry out the necessary sensing.  At one extreme of the range, all the sensing requests would come from the base station and a relatively sizeable management traffic will be generated from these sensing requests and their reports.  At the other extreme of the range, all the necessary sensing could be initiated autonomously at the CPE to meet the sensing requirements to clear the operating channel within the required 2 seconds and the channels in the backup channel list within the required 6 seconds.  In this case, the base station would only need to keep the backup channel list and the candidate channel list up-to-date by sending any variation there to the CPEs as a bulk message.
  The CPE would only need to send a UCS notification to the base station if an incumbent appears on the operating channel, or a warning using the opportunistic BW Request mechanism if an incumbent appears on one of the backup channels, as well as the number of the channels that the CPE has been able to clear in its candidate channel list.  The advantage here is that if successful sensing can be done by CPEs during their idle periods, the need for more formal sensing with the scheduled quiet periods is reduced.

This way, the base station would still be able to move out of the channel in a timely fashion, remove any occupied channel from its backup list, re-order it and possibly augment it with a candidate channel that has been cleared by all the needed CPEs.

The reality will likely be in between these two extremes where some specific sensing requests will come from the base station while the rest will be carried out by the sensing automaton at the CPE during its idle time.  The functionality of the automaton will be described for the case where all the sensing activities are initiated at the CPE. Figure 202 depicts this process.  Any sensing request from the base station will be scheduled in the local process once the operating channel and the backup channels have been cleared within their respective maximum lapse time.

Note that if a common RF path is used for WRAN operation and sensing, all interruptions on the WRAN signal path will equally affect the sensing signal path.  As a minimum, the CPE needs to acquire all superframe headers and all frame headers from its operating channel unless an inter-frame sensing period is signaled by the superframe control header.  Sensing through the WRAN signal path can be interrupted during the following intervals:

· Superframe headers

· Frame headers

· CPE receiving data during the DS subframe as signaled by the DS-MAP;

· CPE transmitting data during the US subframe as signaled by the US-MAP;

· CPE transmitting data during the opportunistic ranging/UCS notification/BW request window;

· CPE monitoring activity as requested by the base station for CBP packet capture;

· CPE transmitting activity as requested by the base station for CBP packet transmission.

If the CPE is implemented with two separate RF chains for WRAN operation and sensing, sensing through the sensing signal path would only need to be interrupted during the transmission periods on the WRAN signal path due to the limited RF isolation between the WRAN transmit path and the sensing receive path.  This additional time for sensing could then be used to explore more TV channels and more potential interference situations over a shorter time while the CPE is in normal operation.  However, when sensing is to be done on channels where WRAN transmissions are involved or on their respective adjacent channels, the WRAN signal path will be needed to acquire the RSSI and, if large enough, the SCH to identify the timing of the quiet periods so that the presence of incumbents can be sensed underneath the WRAN operation. It is assumed that these quiet periods will be aligned among overlapping WRAN cells operating on N, N+/-1 and N+/-2 in the same area.

The sensing of the operating channel will be carried out during the quiet period signaled by the SCH from the base station for inter-frame sensing and by the maps of the frame header for the intra-frame sensing.  If a coexistence window at the end of the frame is signaled by the base station in the US-MAP, the CPE will shorten its sensing window accordingly and its WRAN receiving path will be enabled during that period to either transmit or acquire a CBP packet.  Upon successful acquisition of a CBP packet, the CPE will send a bandwidth request using the BW-Request opportunistic window and, when scheduled by the BS, send the information extracted from the CBP packet.
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Figure 3 Flow diagram for CPE sensing during idle time

Two types of basic sensing and data gathering will be supported: a) sensing during the idle time of the CPE and b) sensing during specific quiet periods during the idle time of the CPE.  These two basic sensing and data gathering mechanisms are depicted in Figure 203 and Figure 204 respectively.  These mechanisms are used as simple blocks in Figure 3 to simplify the diagram.  If sufficient RF signal is available, a fast RF signal type identification can be used.  If insufficient RF signal is found, then an intra-frame sensing scheme will need to be used in presence of WRAN operation on the channel to be sensed or on its adjacent channels to identify possible broadcast incumbents. Inter-frame sensing could also be used as long as the CPE is not being asked to transmit during such sensing interval.
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Figure 4 Basic sensing algorithm (Sensing, record results and note time)
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Figure 5 Basic quiet period sensing algorithm (Sensing during quiet period, record results and note time)

The sensing process at the CPE automaton will begin by sensing the operating channel (N0) and its adjacent channels (N0+/-1) and it will inform the BS of any urgent finding using the UCS Notification.  If the last sensing has been carried out less than 2 seconds earlier, this sensing will be skipped.  The next channels to be sensed will be the backup channels (NB) in the order given in the list and their respective adjacent channels (NB+/-1).  Again, if the sensing on a specific backup channel has been carried out less than 6 seconds earlier, this sensing will be skipped.  The following channels to be sensed will be the channels appearing in the candidate list (NC) in the order given in the list.  Any channel sensed less than 6 seconds before will be skipped.  The CPE will try to go as deep as possible in the candidate channel list given the sensing periods available and the interruptions that will come up.

If there is no WRAN operation on the channel being sensed, the sensing process will need to verify whether there is WRAN operation on the adjacent channels to be able to schedule its sensing during the quiet intervals of these WRAN operation.  Since signal sensing has to be done on the adjacent channels, if no WRAN operation could be detected on N and N+/-1, the sensing process will need to verify whether there is WRAN operation on N+/-2 to be able to sense N+/-1 during the quiet intervals of N+/-2 because of possible adjacent channel leakage that could mask the presence of incumbents on N+/-1.

The sensing process will be re-initiated on the operating channel (N0) at each time. Due to the nature of the algorithm, this process will be directed to any channel reaching the end of its period of validity in order of priority from the operating channel (2 seconds) to the backup list and candidate list (6 seconds).  Also, any sensing request coming from the base station will be executed as soon as the operating and the backup channels have been cleared within their period of validity.

Local representation of sensing results

Once association has been achieved, the base station may request the CPE to send the complete results of the initial sensing or any update thereof at anytime using the BLM-REQ PDU.  The CPE will therefore need to keep the latest information stored by the sensing process in its local registers at all times.  Table 338 gives a representation of the information that needs to be stored in these registers.  The CPE shall be capable of reporting the information in all rows of the table except for the two last rows that contain information obtained from the base station.

34. — Sensing report registers at the CPE

	Channel number
	…
	25
	26
	27
	28
	29
	30
	…

	Time of last sensing
	
	
	
	
	
	
	
	

	Time of last positive
	
	
	
	
	
	
	
	

	Sensing path RSSI
	
	
	
	
	
	
	
	

	WRAN path RSSI
	
	
	
	
	
	
	
	

	Signal type
	
	
	
	
	
	
	
	

	WRAN service advertisement
	
	
	
	
	
	
	
	

	Sensing path RSSI under WRAN
	
	
	
	
	
	
	
	

	Signal type under WRAN
	
	
	
	
	
	
	
	

	Channel occupancy from BS (CHO-UPD)
	
	
	
	
	
	
	
	

	Max EIRP at CPE (SME-MLME-DB-RESPONSE) (9.3.7)
	
	
	
	
	
	
	
	


Annex E.

Collaborative Spectrum Sensing and Decision Making to Provide Protection Against Spurious Signals

Let 

H0: Hypothesis such that the incumbent is not occupying the channel being sensed

H1:  Hypothesis such that the incumbent is occupying the channel being sensed

Let x(n) be the received signal at the input of the SSF, where n is the running index of the samples
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where s(n) be the authentic incumbent signal, and w(n) be the noise.  Hence the goal of the SSF is to decide between hypotheses H0 and H1. 

Let y(n) be the decision statistic, and  be some threshold used to choose between the Hypotheses H0 and H1 respectively. Then the detection probability (Pd) and the false alarm probability (Pf) can be denoted by 
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Consider a group of N localized sensors, monitoring a specific area, collaboratively trying to distinguish between Hypotheses H0 and H1. If the group collectively decides that the incumbent signal is detected when the detection statistic at, at least one of the sensors exceeds the threshold, then the sensors are said to follow the OR rule of the collaborative sensing. Under these circumstances, the network detection and false alarm probabilities are denoted by Qd and Qf respectively, and given by 
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Under the OR rule of collaborative sensing, the net detection as well as false alarm probabilities increase.

However, consider another signal c(n), which statistically looks similar to the authentic signal s(n), such that, when transmitted, it may result in false detection of the signal s(n). Assume that c(n) is being transmitted at a lower power than s(n) and hence, will be detected by L sensors where (L<N). Let PC be the probability that c(n) is transmitted (ON) at a particular instant of time. If the OR rule of the collaborative sensing is followed, then the probability of detection of an authentic incumbent signal is give by  
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and the false alarm probability = probability that Hypothesis H1 is selected when H0 is true is given similarly by 
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This means that if the other signal is present along with the true signal, it helps detection. For instance, if c(n) is ON all the time (that is PC = 1), then, 
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, which means that a particular channel always appears to be occupied, whether or not an authentic incumbent signal is present. If c(n) is OFF all the times then 
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 and probability of authentic incumbent detection is the same as in C.3. Note, that the false alarm probability increases with an increasing value of PC.

Now consider a case where instead of the OR rule of collaborative sensing, the AND rule is followed. Under these circumstances, the incumbent signal is said to be detected if and ONLY if all the N localized sensors detect the signal. In absence of c(n), the detection and false alarm probabilities are given by 
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which means that both, the detection as well as the false alarm probabilities decrease with increasing N.

Let PC be the probability that c(n) is transmitted at a particular instant of time and some L<N sensors are able to detect it. If the AND rule of the collaborative sensing is followed, then the probability that an authentic incumbent signal is detected is given by,  
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which means that even in presence of a false signal c(n), the probability that an authentic incumbent signal is detected increases, but is not automatic. Similarly, the false alarm probability = probability that Hypothesis H1 is selected when H0 is true, and is given by
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As an example, let Pd = 0.9, let Pf = 0.1, let N = 2, L = 1, and PC = 0.5, then 
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Rather than using simple OR or AND based decision making, it makes sense to use some form of a VOTING based rule for decision making which provides a finer granularity, flexibility and protection against low powered signals c(n) which may have statistical properties that are similar to s(n) – the signal of interest.

Given N collaborative detectors, let k be the number of these radios that detect a transmitter present in a band. To decide when we declare a transmitter present, we define the collaborative sensing voting rule. The rule has one parameter, the voting threshold T, a number between 0 and 1. It can be expressed as a percentage, e.g.  T = 0.5 is a threshold of 50%.    

The rule is that we declare the signal s(n) to be present if  d ( TN nodes detect its presence. 

To evaluate the rule, suppose that all detectors can detect the signal of interest s(n) with probability Pd, independent of each other. Then the probability of k successes from N transmitters is given by the binomial distribution,
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The probability the voting rule declares that the signal of interest s(n) is present if  
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The probability of the rule declaring no transmitter present is 1 − QDcollaborative.

Under this formulation, the AND rule that everyone must detect to declare a transmitter present is T = 1. The OR rule that if anyone detects we declare a transmitter present is 0 < T ≤ 1/N. 

If a transmitter is actually present, then QD represents the true detection rate and 1 − QD represents the missed detection rate. If a transmitter is not present then QD represents the false positive rate and 1 − QD represents the true negative rate. 
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Figure C.1 OR Rule of Collaborative Sensing and Signal Detection

Figure C.1 shows the true positive and false positive detection probability curves as a function of the number of independent signal detectors for the OR rule of collaborative sensing with Pd = 0.9 and Pf = 0.1. Simulations assume the sensors are independent. It can be seen that with the OR rule, false positives increase with the number of detectors. Hence the OR rule of collaborative sensing fails to provide robust detection of the signal of interest.
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Figure C.2 AND Rule of Collaborative Sensing and Signal Detection

Figure C.2 shows the true positive and false positive detection probability curves as a function of the number of independent signal detectors for the AND rule of collaborative sensing. It can be seen that the AND rule performs much better than the OR rule for false positives, however, the true positive performance suffers as the number of independent observations from the detectors increases. Hence once again the AND rule of collaborative sensing fails to provide robust detection of the signal of interest s(n).
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Figure C.3 Voring Based Rule of Collaborative Sensing and Signal Detection where the signal is said to be detected if half the number of sensors detect the signal.

Finally, Figure C.3 shows the true positive and false positive detection probability curves as a function of the number of independent signal detectors for the VOTING based rule of collaborative sensing with voting threshold set to 0.5: that is half the number of independent detectors (N/2) must confirm the presence of the signal. It can be seen that the VOTING based rule performs much better than the OR as well as the AND rules for true positives as well as the false positives. Probability of detection for true and false positives reaches an optimal value with observations from around 6 sensors. 

The voting rule can also perform well in the presence of a false signal, c(n), that affects a limited number, L, of detectors. As the number of independent detectors increases, these L detectors will be overruled by the detection from other sensors. 

Hence collaborative sensing with information fusion and decision making based on a VOTING rule can help in enhancing the network detection performance of the true signal s(n) in presence of a false signal c(n). Based on the simulations results, information fusion and decision making from approximately 6 to 10 independent sensors is likely to be sufficient to obtain satisfactory performance results. 

Correlation of the voting results with the geographical location of the sensing CPEs

Collaborative sensing takes all it strength when the information fusion described above takes into account the knowledge on the geographic location of the specific sensing devices providing sensing reports.  The correlation of the reports of the sensing devices that will have sent an “Urgent Coexistence Situation (UCS)” message to the base station and their respective geographic location which is, by definition, known at the base station from the time of their registration on the network will provide powerful means to identify the characteristics of the sensed signal and help improve the decision making as to the presence of an incumbent and its type versus presence of other devices based on their expected extent of coverage.

In the case of DTV detection, the area where correlation will exist between sensing devices will be large and will be in the direction of the DTV transmitter.  In the case of a wireless microphone, the correlarion will exist over a more limited area.  This limited area correlation will also be used in the case of the detection of an 802.22.1 beacon and will help increasing the level of conficence of the decision that it is indeed a TG1 beacon based on its expected area of coverage, and possibly reducing the need to rely on the full PPDU decoding.

Since all the information will be available at the base station, it will be up to the manufacturers to implement various levels of complexity in fusing the sensing reports and the geographic location of the sensing devices to come up with a reliable assessment of the presence of incumbents, that is true positives, while minimizing the probability of false positives. Artificial intelligence algorithms could be taken advantage of to improve this data fusion and decision process.  Since incumbents will need to be protected in all cases and in case of doubt, action will need to be taken to avoid interference to incumbents, more advanced data fusion and decision processes will have the advantage of avoiding false positives and false alarms and therefore reducing cases where WRAN systems would have to change frequency while it is not necessary.

Annex F (Informative) CBP Protection Method Variant Overhead Values

The following table shows the total amount of certificate and signature data in the for both CBP Protection Methods.  

Table XX-1: Overhead Values from CBP Protection Method Option Variants

	Variant Name
	Certificate Public Key Type & Size 
	Signature Type & Size
	Overhead (bits)

	1
	256 bit ECC
	8 byte CMAC
	456

	2
	--
	8 byte CMAC
	128
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Abstract


This document provides the recommended normative and informative text to be included in Section 7 of the 802.22 Standard. Based on the proposed changes of Section 7, other sections of the 802.22 draft standard require modifications. These other sections, along with their proposed changes have been included here for completeness.
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� The RSSI measurements will generate more useful information than a simple signal detection and classification.  When sufficiently high-level signals are present, the signal classification schemes developed for low signal levels may be replaced by simpler, faster and more effective signal classification schemes.  Such fast incumbent signal classification schemes will be dependent on implementation by the manufacturers. Even though 3rd order intermodulation is not to be considered by the sensing process, documenting the levels of the high power signals received at the CPE would be useful for the base station to enquire the incumbent database about possible channels to be excluded to avoid 3rd order intermodulation.  In such case, the RSSI measurement using the omnidirectional sensing antenna should be done on all channels of the TV band to cover for all possible intermodulation beat patterns.  The actual high signal levels present at the TV receiver would be very similar to those measured at the CPE because the worst case intermodulation will occur when the CPE is located close to the TV receiver (limit case considered is 10 m separation distance.


� The CPE should be calibrated by the manufacturer so that the RSSI measured on the WRAN signal path is normalized to compensate for the gain difference between the maximum WRAN receive antenna gain (on-axis) and the gain of the omni-directional sensing antenna, that is when a signal is received on-axis on the WRAN signal path, it appears to have the same level as the signal received by the sensing RF path.  Such calibration should be done at the same time as the 4 Watt EIRP calibration for the CPE so that the TPC process actually controls the EIRP of the CPE and not only the power going to the antenna.


� It is assumed that the quiet periods of the local WRAN systems operating on channels N0, N0+/-1 and N0+/-2 will all be synchronized since the sensing on N0+/-1 could be impacted by WRAN transmissions operating on channels adjacent to the channels being sensed because of possible large signal differential and out-of-band emission from WRAN transmission in adjacent channels.  In the case where the WRAN transmission on N0+/-2are weak because of their distance to the CPE, the quiet periods would not need to be synchronized beause the out-of-band emission would then be negligible.  


�  A mechanism has to be provided to prevent a CPE from trying to re-associate continuously if the BS refuses to re-associate with it.  A positive refusal should be sent from the base station or a limited number of attempts should be specified if the BS can not be reached.


�  The sensing information on the affected TV channels may have become obsolete with the appearance of a wireless microphone within 2 seconds.


� The base station will need to send the information about the 2 second maximum lapse time for sensing the operating channel and the 6 second for the backup channels during the CPE association process since these values may be different in different administrations.
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				Detect if any detect				Detect if third detect				Detect if all detect

		Voting Threshold		0.001		0.001		0.333		0.333		1		1

		Prob +/ Prob -		0.5		0.1		0.5		0.1		0.5		0.1

		Num detectors		True Positive		False Positive		True Positive		False Positive		True Positive		False Positive

		1		0.5		0.1		0.5		0.1		0.5		0.1

		2		0.75		0.19		0.75		0.19		0.25		0.01

		3		0.875		0.271		0.875		0.271		0.125		0.001
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		7		0.9921875		0.5217031		0.7734375		0.0256915		0.0078125		0.0000001
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		10		0.9990234375		0.6513215599		0.828125		0.0127951984		0.0009765625		0.0000000001
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Sheet3

		



True Positive

False Positive

Number of independent detectors

Detection Probability

Strong Detector, Detect if any detect (T=0)



		



True Positive

False Positive

Number of independent detectors

Detection Probability

Strong Detector, Detect if all detect (T=1)



		



True Positive

False Positive

Number of independent detectors

Detection Probability

Strong Detector, Detect if half detect (T=0.5)



		





		






_1289489671.unknown

_1295371908.vsd
BS ID:
�

BS ID:
B�

BS A verifies CBP Tx from BS B and process CERT-REQ. It responds by sending it’s own certificate to BS B.�

�

BS B attempts to verify CBP Tx from BS A. If BS B does not have a certificate for BS A, verification fails. Before Channel contention can continue, BS B needs BS A’s certificate�

�

CBP MAC PDU (Signature IE_B, CERT-REQ (BS B Certificate))�

CBP MAC PDU (Signature IE_A, CERT-RSP(BS A Certificate))�

CBP MAC PDU (Signature IE_A, CC_REQ IE)�

BS B is now  to verify CBP Tx from BS A. BS B can now respond to CC_REQ sent by BS A.�

�

CBP MAC PDU (Signature IE_B, CC-RSP)�


_1289331952.xls
Chart3

		1		1

		2		2

		3		3

		4		4

		5		5

		6		6

		7		7

		8		8

		9		9

		10		10

		11		11

		12		12

		13		13

		14		14

		15		15

		16		16

		17		17

		18		18

		19		19

		20		20

		21		21

		22		22

		23		23

		24		24

		25		25

		26		26

		27		27

		28		28

		29		29

		30		30



True Positive

False Positive

Number of independent detectors

Detection Probability
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Weak Detector

				Detect if any detect				Detect if third detect				Detect if all detect

		Voting Threshold		0.001		0.001		0.333		0.333		1		1

		Prob +/ Prob -		0.5		0.1		0.5		0.1		0.5		0.1

		Num detectors		True Positive		False Positive		True Positive		False Positive		True Positive		False Positive

		1		0.5		0.1		0.5		0.1		0.5		0.1

		2		0.75		0.19		0.75		0.19		0.25		0.01

		3		0.875		0.271		0.875		0.271		0.125		0.001

		4		0.9375		0.3439		0.6875		0.0523		0.0625		0.0001

		5		0.96875		0.40951		0.8125		0.08146		0.03125		0.00001

		6		0.984375		0.468559		0.890625		0.114265		0.015625		0.000001

		7		0.9921875		0.5217031		0.7734375		0.0256915		0.0078125		0.0000001

		8		0.99609375		0.56953279		0.85546875		0.03809179		0.00390625		0.00000001

		9		0.998046875		0.612579511		0.91015625		0.052972138		0.001953125		0.000000001

		10		0.9990234375		0.6513215599		0.828125		0.0127951984		0.0009765625		0.0000000001

		11		0.9995117188		0.6861894039		0.88671875		0.0185347612		0.0004882812		0

		12		0.9997558594		0.7175704635		0.9270019531		0.0256374702		0.0002441406		0

		13		0.9998779297		0.7458134172		0.8665771484		0.006460156		0.0001220703		0

		14		0.9999389648		0.7712320755		0.9102172852		0.0092302125		0.0000610352		0

		15		0.9999694824		0.7941088679		0.9407653809		0.0127204836		0.0000305176		0

		16		0.9999847412		0.8146979811		0.8949432373		0.0032967514		0.0000152588		0

		17		0.9999923706		0.833228183		0.9282684326		0.0046674761		0.0000076294		0

		18		0.9999961853		0.8499053647		0.9518737793		0.0064151501		0.0000038147		0

		19		0.9999980927		0.8649148282		0.9164657593		0.0016964304		0.0000019073		0

		20		0.9999990463		0.8784233454		0.9423408508		0.0023860894		0.0000009537		0

		21		0.9999995232		0.8905810109		0.9608230591		0.0032727939		0.0000004768		0

		22		0.9999997616		0.9015229098		0.9330997467		0.0008786918		0.0000002384		0

		23		0.9999998808		0.9113706188		0.9534301758		0.0012298268		0.0000001192		0

		24		0.9999999404		0.9202335569		0.9680426717		0.0016841076		0.0000000596		0

		25		0.9999999702		0.9282102012		0.9461239278		0.0004575493		0.0000000298		0

		26		0.9999999851		0.9353891811		0.9622406512		0.0006379255		0.0000000149		0

		27		0.9999999925		0.941850263		0.9738805071		0.0008724146		0.0000000075		0

		28		0.9999999963		0.9476652367		0.9564207233		0.0002392941		0.0000000037		0

		29		0.9999999981		0.952898713		0.9692858271		0.000332596		0.0000000019		0

		30		0.9999999991		0.9576088417		0.9786130274		0.0004543551		0.0000000009		0
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Sheet3

				Detect if any detect				Detect if half detect				Detect if all detect

		Voting Threshold		0.001		0.001		0.5		0.5		1		1

		Prob +/ Prob -		0.9		0.1		0.9		0.1		0.9		0.1

		Num detectors		True Positive		False Positive		True Positive		False Positive		True Positive		False Positive

		1		0.9		0.1		0.9		0.1		0.9		0.1

		2		0.99		0.19		0.99		0.19		0.81		0.01

		3		0.999		0.271		0.972		0.028		0.729		0.001

		4		0.9999		0.3439		0.9963		0.0523		0.6561		0.0001

		5		0.99999		0.40951		0.99144		0.00856		0.59049		0.00001

		6		0.999999		0.468559		0.99873		0.01585		0.531441		0.000001

		7		0.9999999		0.5217031		0.997272		0.002728		0.4782969		0.0000001

		8		0.99999999		0.56953279		0.99956835		0.00502435		0.43046721		0.00000001

		9		0.999999999		0.612579511		0.99910908		0.00089092		0.387420489		0.000000001

		10		0.9999999999		0.6513215599		0.9998530974		0.0016349374		0.3486784401		0.0000000001

		11		1		0.6861894039		0.9997042939		0.0002957061		0.3138105961		0

		12		1		0.7175704635		0.9999498197		0.0005412318		0.2824295365		0

		13		1		0.7458134172		0.9999007145		0.0000992855		0.2541865828		0

		14		1		0.7712320755		0.9999827903		0.0001813612		0.2287679245		0

		15		1		0.7941088679		0.9999663751		0.0000336249		0.2058911321		0

		16		1		0.8146979811		0.9999940757		0.0000613255		0.1853020189		0

		17		1		0.833228183		0.9999885356		0.0000114644		0.166771817		0

		18		1		0.8499053647		0.9999979538		0.0000208826		0.1500946353		0

		19		1		0.8649148282		0.9999960701		0.0000039299		0.1350851718		0

		20		1		0.8784233454		0.9999992911		0.0000071509		0.1215766546		0

		21		1		0.8905810109		0.9999986469		0.0000013531		0.1094189891		0

		22		1		0.9015229098		0.9999997538		0.0000024599		0.0984770902		0

		23		1		0.9113706188		0.9999995324		0.0000004676		0.0886293812		0

		24		1		0.9202335569		0.9999999143		0.0000008494		0.0797664431		0

		25		1		0.9282102012		0.9999998379		0.0000001621		0.0717897988		0

		26		1		0.9353891811		0.9999999701		0.0000002943		0.0646108189		0

		27		1		0.941850263		0.9999999437		0.0000000563		0.058149737		0

		28		1		0.9476652367		0.9999999896		0.0000001022		0.0523347633		0

		29		1		0.952898713		0.9999999804		0.0000000196		0.047101287		0

		30		1		0.9576088417		0.9999999963		0.0000000356		0.0423911583		0
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Weak Detector

				Detect if any detect				Detect if third detect				Detect if all detect

		Voting Threshold		0.001		0.001		0.333		0.333		1		1

		Prob +/ Prob -		0.5		0.1		0.5		0.1		0.5		0.1

		Num detectors		True Positive		False Positive		True Positive		False Positive		True Positive		False Positive

		1		0.5		0.1		0.5		0.1		0.5		0.1

		2		0.75		0.19		0.75		0.19		0.25		0.01

		3		0.875		0.271		0.875		0.271		0.125		0.001

		4		0.9375		0.3439		0.6875		0.0523		0.0625		0.0001

		5		0.96875		0.40951		0.8125		0.08146		0.03125		0.00001

		6		0.984375		0.468559		0.890625		0.114265		0.015625		0.000001

		7		0.9921875		0.5217031		0.7734375		0.0256915		0.0078125		0.0000001

		8		0.99609375		0.56953279		0.85546875		0.03809179		0.00390625		0.00000001

		9		0.998046875		0.612579511		0.91015625		0.052972138		0.001953125		0.000000001

		10		0.9990234375		0.6513215599		0.828125		0.0127951984		0.0009765625		0.0000000001

		11		0.9995117188		0.6861894039		0.88671875		0.0185347612		0.0004882812		0

		12		0.9997558594		0.7175704635		0.9270019531		0.0256374702		0.0002441406		0

		13		0.9998779297		0.7458134172		0.8665771484		0.006460156		0.0001220703		0

		14		0.9999389648		0.7712320755		0.9102172852		0.0092302125		0.0000610352		0

		15		0.9999694824		0.7941088679		0.9407653809		0.0127204836		0.0000305176		0

		16		0.9999847412		0.8146979811		0.8949432373		0.0032967514		0.0000152588		0

		17		0.9999923706		0.833228183		0.9282684326		0.0046674761		0.0000076294		0

		18		0.9999961853		0.8499053647		0.9518737793		0.0064151501		0.0000038147		0

		19		0.9999980927		0.8649148282		0.9164657593		0.0016964304		0.0000019073		0

		20		0.9999990463		0.8784233454		0.9423408508		0.0023860894		0.0000009537		0

		21		0.9999995232		0.8905810109		0.9608230591		0.0032727939		0.0000004768		0

		22		0.9999997616		0.9015229098		0.9330997467		0.0008786918		0.0000002384		0

		23		0.9999998808		0.9113706188		0.9534301758		0.0012298268		0.0000001192		0

		24		0.9999999404		0.9202335569		0.9680426717		0.0016841076		0.0000000596		0

		25		0.9999999702		0.9282102012		0.9461239278		0.0004575493		0.0000000298		0

		26		0.9999999851		0.9353891811		0.9622406512		0.0006379255		0.0000000149		0

		27		0.9999999925		0.941850263		0.9738805071		0.0008724146		0.0000000075		0

		28		0.9999999963		0.9476652367		0.9564207233		0.0002392941		0.0000000037		0

		29		0.9999999981		0.952898713		0.9692858271		0.000332596		0.0000000019		0

		30		0.9999999991		0.9576088417		0.9786130274		0.0004543551		0.0000000009		0
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Sheet3

				Detect if any detect				Detect if half detect				Detect if all detect

		Voting Threshold		0.001		0.001		0.5		0.5		1		1

		Prob +/ Prob -		0.9		0.1		0.9		0.1		0.9		0.1

		Num detectors		True Positive		False Positive		True Positive		False Positive		True Positive		False Positive

		1		0.9		0.1		0.9		0.1		0.9		0.1

		2		0.99		0.19		0.99		0.19		0.81		0.01

		3		0.999		0.271		0.972		0.028		0.729		0.001

		4		0.9999		0.3439		0.9963		0.0523		0.6561		0.0001

		5		0.99999		0.40951		0.99144		0.00856		0.59049		0.00001

		6		0.999999		0.468559		0.99873		0.01585		0.531441		0.000001

		7		0.9999999		0.5217031		0.997272		0.002728		0.4782969		0.0000001

		8		0.99999999		0.56953279		0.99956835		0.00502435		0.43046721		0.00000001

		9		0.999999999		0.612579511		0.99910908		0.00089092		0.387420489		0.000000001

		10		0.9999999999		0.6513215599		0.9998530974		0.0016349374		0.3486784401		0.0000000001

		11		1		0.6861894039		0.9997042939		0.0002957061		0.3138105961		0

		12		1		0.7175704635		0.9999498197		0.0005412318		0.2824295365		0

		13		1		0.7458134172		0.9999007145		0.0000992855		0.2541865828		0

		14		1		0.7712320755		0.9999827903		0.0001813612		0.2287679245		0

		15		1		0.7941088679		0.9999663751		0.0000336249		0.2058911321		0

		16		1		0.8146979811		0.9999940757		0.0000613255		0.1853020189		0

		17		1		0.833228183		0.9999885356		0.0000114644		0.166771817		0

		18		1		0.8499053647		0.9999979538		0.0000208826		0.1500946353		0

		19		1		0.8649148282		0.9999960701		0.0000039299		0.1350851718		0

		20		1		0.8784233454		0.9999992911		0.0000071509		0.1215766546		0

		21		1		0.8905810109		0.9999986469		0.0000013531		0.1094189891		0

		22		1		0.9015229098		0.9999997538		0.0000024599		0.0984770902		0

		23		1		0.9113706188		0.9999995324		0.0000004676		0.0886293812		0

		24		1		0.9202335569		0.9999999143		0.0000008494		0.0797664431		0

		25		1		0.9282102012		0.9999998379		0.0000001621		0.0717897988		0

		26		1		0.9353891811		0.9999999701		0.0000002943		0.0646108189		0

		27		1		0.941850263		0.9999999437		0.0000000563		0.058149737		0

		28		1		0.9476652367		0.9999999896		0.0000001022		0.0523347633		0

		29		1		0.952898713		0.9999999804		0.0000000196		0.047101287		0

		30		1		0.9576088417		0.9999999963		0.0000000356		0.0423911583		0
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