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Comments on the email sent from the White-Space Database Group on the 802.22 data interface document (22-09/00123r14)

Date: Mon, 19 Oct 2009 14:14:01 -0400 

Subject: Comparison of 802.22 "Database Service Interface" with Whitespace  Database Group's interface 

From: Brian Rosen <brian.rosen@gmail.com> 

To: whitespace-database-group <whitespace-database-group@googlegroups.com> 

I have compared the 802.22 "Database Service Interface" from 802.22-09/00123r14 to the interface defined in our document.

I was surprised to find that they define the same interface, as I was told 802.22 was going to define the client to base station interface.  This interface is base station to database.  So, there is 100% overlap of this interface with sections of our interface; very unfortunate.
The 802.22 inteface defines a "keep alive" connection message/response that announces the base station to the database.  We don't have an equivalent and I don't think we need one. The 802.22 interface assumes that the database can be reached by an IPv4 address, an IPv6 address or a URL, and has a field in the request message saying what it used.  This is confusing to me, since the database would have to get the message first, and would know how it got it.  We have no equivalent: we use a webservice, addressed by URL.  Similarly, the request sends the base stations IPv4/6 or URL, and we would always use whatever address was received on the web service interface, as well as the credential (username/password) to identify the device.
802.22 has decided to maintain the M-DB-AVAILABLE message structure.  We continue to support the “keep alive” functionality.  It seems that the interface will be URL Web-based in the US.  This can be easily presented at the BS.  However, a different type of protocol other than http, providing only an IPv4/6 address, may be required outside the US.  This message covers for such possibility.  We require that the device is pre-installed with an X.509 certificate (support for RSA and ECC).  This certificate will be used to assure that the device is authorized to access the database.  The certificate will also help automatic “keep alive” functionality.
The 802.22 connection message has a timestamp, which we do not have.  I don't think there is much point in a timestamp at this place in the protocol, but it would be easy to add. 
It is an 802.22 requirement that the base station is equipped with satellite based geolocation and will therefore have common time synchronization.  This timestamp is useful with the push mechanism and for recognition of what new data needs to be pushed to the device.  The timestamp also allows for a time measurement of round-trip request/confirm.

They use a relatively unusual timestamp: basically the time part of a GPS report from NMEA 0183.  We would use an ISO format.
The timing information is being provided as a portion of the NMEA 0183 ASCII string because the base station will be getting its time information from the satellite based geolocation unit.  Since NMEA is used for a number of other functions in the 802.22 standard, we want to avoid manipulating this information as much as possible.
The M-DEVICE-ENLISTMENT-REQUEST in the 802.22 document is equivalent to our registration request.  The coding of the mode of the device is different, something easy to rectify.   They differentiate between fixed base station and fixed CPE, and have a Mode 1/Mode 2 (four values).  We have fixed/mode 1/mode 2.
The CPE registers with the base station in order to get access to its network.  As part of the 802.22 registration process, the base station will enlist the new CPE with the database service by using the CPEs geolocation information.  A distinction between the fixed base station and the fixed CPE is provided so that contact information is only sent if the enlisting device is a base station, not when the base station is enlisting a new CPE.  The base station owner/operator is responsible for all of the CPEs that are registered with the base station.  We feel that it would be wise for future-proofing to allow extra indexes for new types of devices.

There are some minor syntax differences on the contact information.  The 802.22 enlistment request has antenna height - we send that in the channel request.
The antenna height information is sent during the enlistment since the antenna height will not change unless the device moves.  If the device moves, it must re-enlist.

They also have antenna directional information, an idea not contemplated by the Order.
In the US, the separation distances are calculated for the worst case of omni-directional antennas.  This may be different in other regulatory domains where the antenna discrimination for fixed devices may be used to increase the spectrum usage.  We recognize that the antenna information field is optional depending on the regulatory domain of operation.  Because of this, we intend to redesign our messaging to indicate more clearly that certain fields are optional.

In the 802.22 confirmation of enlistment message, they echo a lot of the information sent in the request, which we don't do.
We have removed all of the copied information in the enlistment confirm message except for the device id and the serial number.  Also, while revisiting this message, we realize that we need to add a timestamp to the enlistment request/confirm using the same format as the DB available request/confirm.
In the 802.22 channel request query, they do not include contact info.  The Order requires that we do, although it is clearly duplicative of registration data.  Since not all devices have to be registered, sending contact data sometimes is inevitable.

The Order requires that the database stores fixed device registration contact information.  802.22 provides fixed contact information in the enlistment request.  Our assumption is that the database could join to the previously provided contact information using the device id and serial number from the provided in the available channel request.

802.22 uses the NMEA 0183 (GPS) string for reporting location.  We use an IETF PIDF (which in turn is a OGC standard representation).
Again, we expect the geolocation unit of the device to provide the NMEA string and we would like to forward this information with as little manipulation of the data as possible.

Their request has a timestamp, ours does not.
See timestamp discussion above.
The 802.22 mechanism has two request/responses.  They send a request for channels, and get an immediate response confirming the request, but not supplying data.  They then have the database initiate another request/response with the channel data.  We respond with the channels to the initial query, and we can always do that because the data is pre-calculated.
We revisited the DB available channel messaging and agree that with pre-calculated data there is no need for the confirm message.  We have deleted the confirm message and will now send the request for channels and only receive the indication with the available channel information from the database.
The 802.22 channel availability list has some minor syntactic differences with ours, but there is a major difference in how schedule is returned.  They return a stop/start time for each channel. We return an expiration date for the entire list (which means the earliest time any channel changes availability).  This makes their return structure much bigger.  I question the wisdom of their return: when the earliest channel is no longer available (it's end time arrives), the only way to find out when it is available again is to requery, which would return an entire new channel list.  That would make it the same as ours, if the device wanted to have a complete picture of what was available to it at all times.

There are multiple designs to deal with the scheduling information.  A design must balance message size versus how often the device must query.  The 802.22 design does, in fact, require a complete picture of the available channel list.  An integral part of the design involves maintaining a dynamic list of available channels classified into an operating channel and prioritized backup and candidate channel sets.  A consideration of all channels on the same level of importance is not as useful.  One design, as shown by this indication message, is to send scheduling information for each channel.  In fact, the database could send multiple scheduling slots for each channel.  The base station could then prioritize the channels based on each channel’s time availability.  The base station might set a channel that would become unavailable soon at a lower priority.  802.22 has also envisioned a push model that, in a sense, off-loads the scheduling functionality to the database.  When a channel that was once available for a device becomes unavailable, the database pushes (with sufficient notice) the update to the affected device(s), and vice-versa.
The 802.22 document contains this:

The BS will initially enlist with the database service as a fixed device. [1]  It will also enlist all its associated CPEs with their geographic location, device identification, etc. as obtained at association on a real time basis since its association may depend on the response from the database service.  On an ongoing basis, the BS will then query the database (at least once every 24 hours) using the M-DB-AVAILABLE-CHANNEL-REQUEST message so that it can retrieve the channel information.  Furthermore, the database service could send any update relevant to the BS operation through ‘push’ internet technology since the network address of the base station is provided as part of the messages. Such ‘push’ technology would allow for a better reaction time than the 24 hours minimum access time currently specified while keeping the database traffic to a minimum.

I personally think that the base station has to query on behalf of each of its clients, if for no other reason than to obtain the "No channels available" response the database is obliged to return if the FCC so orders for a particular FCC ID and/or Serial Number.
That is correct.  The base station queries on behalf of each of its registered CPEs.  While the base station provides its own network address for later communication with the database, it provides each CPEs device ID, serial number, and location information.  The base station uses the channel availability specific to each CPE to manage its network’s composite channel sets.  If the operating channel becomes unavailable for a particular CPE, the base station decides whether to disallow the CPEs operation on its network or to switch its entire network to another channel. 
The "Push" operation is an interesting notion.  I would simply have a broadcast "cancel all availability, requery soon" message, rather than push a new schedule.  Push to devices can get complex.
If a push model is ultimately used, it may be necessary to send the master’s (base station) network address for each enlistment message, even when the base station is enlisting a client CPE.  If the database recognizes that channel change information affects a CPE, the database needs the master’s network address of the CPE to know where to push the data.  We added the necessary fields for this information in the enlistment message.
Brian
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Abstract


This document contains the 802.22 response to an email from the White Space Database Group regarding the database interface specification of the draft standard.
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