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Abstract
This document proposes amendments to chapter 7.5 and chapter 7.6 to include Time Sensitive Networking in the P802.1CF specification.
The first edition shows the outline of the proposed amendments and some initial content.
The first revision contains further content added after the Nov 2017 plenary meeting.
The second revision was created after the confcall on Nov 28 to better reflect the detailed procedures of service flow management aligned to the TSN configuration models.
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[bookmark: _Toc499632837][bookmark: _Toc282828293]Functional Decomposition and Design
0. [bookmark: _Toc499632838]Datapath establishment, relocation, and teardown
[bookmark: _Toc499632839]Introduction
The datapath refers to the transport facility for the user payload between the terminal and the access router, or between the terminal and another terminal when direct communication between terminals on the same link is enabled. The datapath is usually preconfigured during access network setup when being shared for multiple terminal sessions, and may be dynamically established just for the lifetime of a terminal session, when having point-to-point characteristic.
Ethernet data frames are carried over the datapath between the data link service access points (DL-SAPs) in the end stations of the communication. Forwarding on the datapath between end stations is performed by IEEE 802.1Q bridging based onmaking use of the destination MAC address and further information elements in the Ethernet frame, as well as configurations in the network..
In access networks, it is common to denote the forwarding directions either “upstream” or “downstream.” Upstream indicates the direction from TE toward AR; downstream denotes the direction from AR to TE.
[image: ]
· Ethernet datapath
The datapath is either pre-established during access network setup and/or dynamically configured when terminal connects to access network. A terminal resides on one datapath during a terminal session—i.e., is associated with a single datapath at session initiation—but may be assigned to different datapaths for subsequent sessions
[bookmark: _Toc499632840]Link characteristics
Various forwarding behaviors may exist in the NA, depending on the specific IEEE 802 access technology and configuration. Some technologies allow bridging—i.e., forwarding according to destination MAC addresses—to happen directly between TEs associated with the same NA. However, an NA may be configured to enforce that all user data coming from TEs are forwarded over R6 toward the BH. BH may contain functions to enable forwarding between the end stations without passing the data through the access router.
Forwarding in the access network may be restricted to one of the following schemes:
· E-Line (Ethernet-Line) characteristic represents a point-to-point connection carrying Ethernet frames only between the R1 interface of a particular TE and the R3 interface of its AR.
[image: ]
· [bookmark: RTF35303439303a204669675469]E-Line characteristic
· Point-to-point connections between TEIs and ARIs require that the AR establish and maintain a dedicated interface for each of the connected TEs. Such configuration is commonly used in mobile networks where the IP connectivity has to be maintained across multiple ANs.
· E-LAN (Ethernet-LAN) characteristic provides multipoint-to-multipoint connectivity for Ethernet frames across a number of interfaces. Any TE connected to an AN with E-LAN characteristic can communicate with any other TE over the same link in that AN. Still, an AN can establish multiple separated links with multipoint-to-multipoint connectivity for groups of TEs by means of VLANs.
[image: ]
· E-LAN service
· E-LAN characteristic is usually deployed when all connected TEs belong to the same security domain and are allowed to communicate directly to each other. A benefit of E-LAN characteristic is that the AR needs only a single interface for a number of TEs and is less loaded, as communication between the connected TEs in an AN does not pass through the AR. Access networks within enterprises or industrial facilities commonly deploy E-LAN characteristic.
· E-Tree (Ethernet-Tree) characteristic distinguishes between leaf interfaces and root interfaces, as depicted in E-Line characteristic. Leaf interfaces are restricted in the exchange of data only with root interface, but never directly with another leaf interface. Root interfaces can exchange data with any leaf interface and with any other root interface.
[image: ]
· E-Tree service
· E-Tree characteristic is usually deployed in ANs that are intended to serve a large number of TEs via a single interface of the AR, as in an E-LAN, but enforce that all user traffic is passing through the AR[footnoteRef:1]. E-Tree characteristic is commonly used for efficiently providing public broadband access, for connecting a huge number of small devices to a network such as for IoT, or for delivering multicast services efficiently to multiple interfaces. [1:  However, there is one deficiency of the E-Tree characteristic for establishing public access networks: IPv6 operation requires direct host-to-host connectivity for neighbor discovery messages to allow secure neighbor discovery.
] 

Note: E-Tree characteristic is widely deployed in cable networks and DSL networks for aggregating broadband user traffic toward CMTS or BNG.
Note: The distinction of line, LAN, or tree characteristic is also used by the Metro Ethernet Forum (MEF) in its definition of Ethernet services.
[bookmark: _Toc499632841]The datapath is either pre-established during access network setup and/or dynamically configured when terminal connects to access network. A terminal resides on one datapath during a terminal session—i.e., is associated with a single datapath at session initiation—but may be assigned to different datapaths for subsequent sessionsTraffic types
Depending on the forwarding mechanisms used in the bridges various types of traffic can be handled on the data path.
· Prioritized best effort (BE) traffic: Most common is best effort forwarding in a prioritized manner according to the p-bits in the VLAN header. Packet loss may occur when a bridge receives more packets for an output port than the port can handle. In the case of congestion, the bridge forwards frames with the highest priority P-bit setting first, and out of order delivery can happen across the different priorities.
· Rate constraint (RC) traffic: To avoid congestion in the bridges, traffic can be categorized in flows with each flow not exceeding a defined bandwidth through setting the parameters for minimum inter-frame intervals and maximum frame size. Rate constraint traffic can pass bridges without any packet loss.
· Time-trigger (TT) traffic: To avoid congestion, but also to guarantee timed delivery, an accurate time can be set for delivery for frames belonging to traffic flows. Such behavior is usually required for time sensitive networking.
[bookmark: _Toc499632842]Time sensitive networking
Time sensitive networking allows for forwarding of real-time and time-critical traffic. It mandates that data must be delivered within a certain time window, typically not exceeding a specified maximum delay, and that connected devices need to have a common sense of time for synchronization, coordination, phase locking and other processing.
Time sensitive networking results in zero congestion loss. It requires technologies addressing four different aspects of traffic delivery:
· Synchronization: 
It establishes a common clock across the network allowing for timed forwarding and delivery not exceeding an upper bound of end-to-end delay, as well as provides the tool for limiting the frame rates of traffic flows through a precise time at the inbound of the network.
	Deployment of IEEE 802.1AS, a layer-2 profile to the IEEE 1588 Precision Time Protocol, is required to synchronize the local clocks located in the network elements to the precise timing of a grandmaster clock. For reliability, the protocol supports selecting a preferred grandmaster clock out of a set of multiple grandmasters, and performs a periodic re-synchronization of the local clock to the grandmaster clock. To equalize for the various transmission delays on the various paths, the protocol measures the forwarding delays through the Bridges and compensates for it.
· Latency: 
Bounded (low) latency ensures timely delivery of frames and avoids congestion in network nodes. Various techniques can be used to schedule and re-order the sequence of frame transmission, and to ensure that the bandwidth used by a particular stream does not exceed specified boundaries. Depending on the requirements, three different kind of mechanisms can be used. Priority scheduling algorithms are well suited to handle best-effort traffic, which is not very sensitive to increased latency due to queuing in buffers. Applying different traffic classes allows for preferred delivery of some packets, but preferred delivery does not guarantee a maximum delay, nor a defined bandwidth. Credit based shapers are well suited for rate-constraint traffic like audio streaming or video streaming. The source encoding of the signals guarantees an upper limit of bandwidth demand, which allows credit based shapers to orderly arrange frames of different sources to become forwarded over a transmission link. Time aware shapers are necessary to control the forwarding process for time-trigger traffic which require guaranteed delivery to its destination within a specified period. 
· Reliability:
Time sensitive information often requires additional means to create very high reliability for the transmission path. Path control and per-stream filtering and policing ensures that packet streams stay within defined boundaries regarding bandwidth, inter-frame timing, and packet sizes. For highly increased requirements multiple transmission paths may be used in parallel, with frame replication and elimination feeding the multiple paths and filtering redundant frames at the destination.
· Resource management:
Time sensitive networking requires careful management of the transmission resources to fulfill the various traffic transmission demands. The Stream Reservation Protocol (SRP) registers streams and reserves bandwidth and transmission capabilities along the path from the Talker to the Listener. 
[image: ]
Figure 1 - Stream reservation
	Streams are reserved by the Talker advertising to the adjacent bridge a stream identified by a StreamID and directed towards a Listener identified through its MAC address and the VLAN-ID. Traffic characteristics is defined by a MaxFrameSize and a maximum number of frames allowed within a given time interval. Further attributes describe priority and ranking among multiple other streams and a maximum accumulated latency. The reservation request is forwarded towards the destination MAC address and each Bridge on the path checks the traffic specification against its available capabilities and resources. When the request can be fulfilled the request is forwarded towards the Listener, otherwise the Bridge responds to the Talker with a message defining the maximum available resources. When the request message successfully receives at the Listener, all the Bridges on the path have sufficient resources for the traffic stream. The resources on the path are allocated when the Listener sends back to the Talker the information that stream transmission is feasible.
.
[bookmark: _Toc499632843]Roles and identifiers
[bookmark: _Toc499632844]Datapath
The datapath is established from the terminal interface over R1 to the node of attachment, continued over R6 to the backhaul, and carried over R3 to the access router interface.
[image: ]
· [bookmark: RTF36373030373a204669675469]NRM, with datapath represented by solid line
The solid line in NRM, with datapath represented by solid line indicates the interfaces in the NRM carrying the datapath. The datapath consists of multiple segments, which usually deploy different IEEE 802 PHY technologies.
The datapath is identified through Identifiers:the 
DataPath-ID, which r
Represents one particular datapath instance (link) through the access network. A datapath can be specific to a single user session, or can be shared for multiple user sessions.
The following entities participate in the operation of the datapath.
[bookmark: _Toc499632845]Terminal interface (TEI)
The TEI is the endpoint of the datapath at the terminal. It provides the capability to establish the datapath connection over the R1 interface by negotiation of transmission parameters with the NA according to configuration information provided by the terminal control.
Identifiers:
· TE-ID
· As defined in Section 6.3
· TEI-ID
· The TEI-ID represents the port of the terminal toward the access network.
[bookmark: _Toc499632851]Node of attachment (NA)
The NA provides the communication port at the access network to which the terminal connects over R1, and forwards user payload from the terminal toward the backhaul, and vice versa.
The NA has at least two ports, one directing toward the terminal, and another directing toward the backhaul, but may have multiple ports toward terminals, when the NA concurrently connects multiple terminals. Ports toward terminals may be dynamically created and released when terminals establish or release their sessions. For each of the terminal side ports, the NA negotiates with the TEI the configuration parameters of the datapath connection over R1 and forwards the datapath over R6 toward the BH according to configuration information received from the ANC.
Forwarding behavior of the NA may be either point-to-point toward the BH, or it may enable LAN or tree behavior when multiple terminals are connected to the same NA and assigned to the same datapath.
Identifiers:
· NA-ID
· As defined in Section 6.5
· R1-Port ID
· Represents the port of the NA toward the TE. An R1-Port may concurrently serve multiple terminals on a single or multiple datapaths.
· R6-Port ID
· Represents the port of the NA toward the BH. An R6-Port may concurrently serve multiple datapaths.
[bookmark: _Toc499632859]Backhaul (BH)
The BH provides the connectivity for the datapath between the NA and the AR. It interfaces to NA over R6 and to the AR over R3. The BH forwards user payload from the NA to the AR, and vice versa. In the case that direct terminal-to-terminal connectivity is enabled on a shared datapath, the BH reflects user payload toward the corresponding terminal, when the terminals are attached to different NAs.
The BH consists of at least two ports—one directing toward the NA and another directing toward the ARI—but may contain many more ports when the AN consists of multiple NAs and eventually has interconnections with multiple ARs. The BH forwards the datapath from the NA over R6 toward the AR over R3 or eventually also to other NAs, when LAN characteristic or Tree characteristic behavior is part of configuration information received from the ANC. Forwarding behavior of the BH may be either point-to-point between a single R6 and a single R3, or it may realize LAN or Tree forwarding characteristics when multiple NAs and/or multiple ARs are connected and assigned to the same datapath.
Identifiers:
· BH-ID
· As defined in Section 6.8
· R6-Port ID
· Represents the port of the BH toward the NA. An R6-Port may concurrently serve multiple datapaths.
· R3-Port ID
· Represents the port of the BH toward the AR. An R3-Port may concurrently serve multiple datapaths.
[bookmark: _Toc499632867]Access router interface (ARI)
The ARI is the endpoint of the datapath at the access router. It terminates the datapath toward the router, which forwards user payload to communication peers not residing on the same datapath based on IP addresses.
An access router may terminate multiple datapaths either over a single access router interface serving multiple datapaths or over multiple access router interfaces attached to an AR instance.
Identifiers:
· Access Router Identifier (AR-ID)
· As defined in section 6.3
· R3-PortID
· R3-PortID represents the port of the AR toward the access network.
[bookmark: _Toc499632873]Subscription service (SS)
The subscription service provides configuration information for the datapath of a particular subscriber as part of the authorization to the access network control and forward related configuration information for the particular subscriber to the access router.
Identifier:
· Subscription service identifier (SSI)
· As defined in Section 6.3
[bookmark: _Toc499632877]Access network control (ANC)
The access network control generates and distributes configuration information for the datapath of a particular subscriber based on the authorization received from the subscription service, eventually taking system configuration directives received from the coordination and information service into account.
[bookmark: _Toc499632878]Network management service (NMS)
The network management service provides the initial configuration of the network entities involved in the establishement of the datapath and well as the configuration information for pre-established datapathes which exist for longer periods carrying the traffic of multiple user sessions, and allowing for direct terminal-to-terminal connectivity. The network management service also performs monitoring and accounting of the network elements, and guides fault discovery and maintenance procedures when something is going wrong in the access network.
Identifiers:
· Access network control identifier (ANC-ID)
· As defined in Section 6.3
[bookmark: _Toc499632882]Use cases
[bookmark: _Toc499632883]Single, plain access network
A single, plain wireless access network consists of several nodes of attachments connected to a bridge, with connection to a single access router and a single subscription server.
[image: ]
· Simple, plain access network
LAN characteristics are provided by the single Ethernet bridge, which connects all the nodes of attachment with the access router. All terminals are assigned to the common datapath, which allows for direct terminal-to-terminal communication and inherently provides mobility support when the terminals move from node of attachment to node of attachment, as the terminals stay on the same access router interface, ensuring that IP addressing is maintained during movements.
[bookmark: _Toc499632884]Industrial network for time sensitive applications
Industrial networks are used to connect IoT devices, control processes of machineries and robots, surveillance equipment and building control gear to their respective central control entities, but also to allow for peer-to-peer communication among themselves. Often industrial networks are connected as well to local datacenters and to the cloud to enable communication of industrial devices with services residing in a local or remote cloud environment. The local area part of industrial networks are meanwhile built through Ethernet networks, which are connected through routers to local data centers and the cloud. Ethernet technology allowed for combining multiple different services and multiple independent networks into a common infrastructure separated through VLAN technology. Such local area network can be further enhanced to provide time sensitive networking between the devices and the access gateway (router) towards external services.
[image: ]
Figure 40+: Industrial (access) network
The figure above shows a schematic network of a factory floor with four robots at an assembly line, each supervised through a surveillance camera forwarding live video to a central control room not depicted here. A Wi-Fi network throughout the factory floor allows the operators to remotely access the control processes of the robots and live video streams and other information while walking along the assembly line.
Control processes of robots require highest reliability and immediate response to their messaging. Video streaming is not as critical as robot control, but sufficient bandwidth has to be reserved on the network to ensure that the control center has latest insights into the factory hall. The applications running on smartphones, tablets and notebook computers allowing operators to access control information while walking around in the factory hall may be able to deal with packet losses and higher delays as usual when accessing services over the Internet. However, the network has to ensure through scheduling and prioritization that bulk data transferred to wireless devices does not impact the transmission of the low-delay real-time messaging and streaming data.

[bookmark: _Toc499632885]Shared wireless access network
A shared wireless access network leverages the same access network infrastructure for multiple separate services, each with its own access router and its own subscription service. It isolates each of the connected terminals to block direct terminal-to-terminal communication and enforces that all communication passes through the access router, providing enhanced capabilities for subscriber-specific services and centralized policy enforcement and accounting.
Still, mobility support by the bridged infrastructure has to be supported, to enable subscribers user to move around in the wireless coverage area without losing IP connectivity or application session states.
[image: ]
· Shared wireless access network
Bridges and nodes of attachment provide two independent access networks in a virtualized manner realizing the same coverage area for each of the service providers operating its own access router and subscription service. Forwarding behavior in the nodes of attachment and in the bridges is restricted to point-to-point behavior, enforcing that all user payload packets pass through the access router.
[bookmark: _Toc499632886]Multi-operator backhaul infrastructure
The third use case shows the scenario when a backhaul infrastructure composed of networks provided by multiple Ethernet operators is used by multiple service providers, each with its own access points and its own subscription service and access router.
[image: ]
· Multi-operator backhaul infrastructure
The backhaul operators provide dedicated Ethernet connectivity to each of the wireless service providers for aggregation and interconnection of their nodes of attachment to their access routers, respectively.
The backhaul connectivity of the Ethernet operators is statically configured according to the requirements of the individual service providers. Nevertheless, service providers may provide through such infrastructure different services to their subscribers, with the need to provide point-to-point service as well as tree service and LAN service forwarding behavior by the same infrastructure.
[bookmark: _Toc499632887]Functional requirements
· Datapath should be configurable as either point-to-point or multipoint-to-multipoint or rooted multipoint (point-to-multipoint) behavior
· Datapath should allow for differentiated services based on C-VIDs and priority bits.
· Datapath should be able to support time sensitive networking in addition to best effort traffic.
· Successful completion of datapath establishment should be indicated.
· Relocation of datapath within the access network should be supported.
· Datapath should be configurable to support the transport of C-VIDs (Customer WLAN Identifiers) between terminal and access router
· Datapath should protect integrity of user payload.
· Datapath should support encrypted transport of user payload
· Datapath should allow for differentiated services based on C-VIDs and priority bits.
· Datapath should support wired and wireless links in the access and backhaul.
[bookmark: _Toc499632888]Datapath-specific attributes
[bookmark: _Toc499632889]Node of attachment (NA)
· R1 MAC and PHY configuration parameters
· R1 performance and QoS parameters
· E.g. supported service classes (Throughput up/down, delay, jitter)
· R6 configuration parameters
· VLAN configuration and mapping
· TSN configurations
[bookmark: _Toc499632890]Backhaul (BH)
· R6 configuration parameters
· R3 configuration parameters
· Service specification
· Service mapping table
· TSN configurations
[bookmark: _Toc499632891]Access router (AR)
· R3 configuration parameters
· Network interface performance
· E.g. supported service classes (throughput up/down, delay, jitter)
· [bookmark: _Toc499632892]
[bookmark: _Toc499632893]Subscription service (SS)
· User-specific service specification
[bookmark: _Toc499632894]Datapath–specific basic functions
[bookmark: _Toc499632895]Retrieval of session-specific datapath configuration values for access network
Session-specific datapath configuration values are usually provided by the SS as part of the authorization information, which is forwarded from the SS to the AN as part of the final message of a successful authentication procedure.
[bookmark: _Toc499632896]Activation of datapath in the NA
The ANC generates the session-specific configuration values for the datapath establishment in the NA, and forwards the values into the NA.
[bookmark: _Toc499632897]Teardown of datapath in the NA
The ANC sends a command to NA to tear down a particular datapath and to release the used resources. It may happen either due to the termination of a session or due to movement of the TE into the coverage area of another NA and a relocation of the connectivity to the other NA.
[bookmark: _Toc499632898]Activation of datapath in the BH
The ANC generates the session-specific configuration values for the establishment of the datapath in the BH. Depending on deployment scenario and concurrent usage of the AN, a new session may not require the activation of a datapath in the BH, but may leverage an existing one.
[bookmark: _Toc499632899]Teardown of datapath in the BH
The ANC sends a command to BH to tear down a particular datapath and to release the used resources. It may only happen after the teardown of the last related datapath in any of the connected NAs, i.e., only when all sessions making use of the particular datapath have been terminated.
[bookmark: _Toc499632900]AR interface establishment
When datapaths are dynamically established for each of the sessions, the ANC informs the AR about the demand for a new interface and provides its R3-related configuration parameters. The AR acknowledges the proposed parameters or provides other values when the proposed values are not feasible. ANC and AR agree on configuration parameters after one or more roundtrips, or terminate the session establishment with a failure notice.
AR may request, for a particular session, further configuration values from the SS.
[bookmark: _Toc499632901]AR interface teardown
When session-specific datapaths are deployed, the ANC MAY inform the AR about the termination of a datapath when the last session making use of that datapath has been released.
[bookmark: _Toc499632902]Detailed procedures
Datapath procedures take place as part of the session establishment, as part of the session termination, or during a session when the TE changes its NA due to a handover process.
The following figure shows the occurrence of datapath procedures during the life cycle of a terminal session.
[image: ]
· Datapath actions
[bookmark: _Toc499632903]Datapath establishment
Datapath establishment occurs after the association of the terminal to the access network and after successful completion of the authentication procedure.
[image: ]
· Datapath establishment
· The service-specific configuration details of the datapath are provided by the subscription service through the authorization following the successful authentication.
· The SS informs the AR about the network attachment of a new subscriber and the related service parameter.
· The ANC creates the user-specific datapath configuration information for the BH and delivers such configuration to the BH.
· The ANC creates the user-specific datapath configuration information for the NA and forwards the information to the NA.
· The NA performs the configuration of the data connectivity for the new terminal.
72 When the NA is ready for accepting user data, the NA sends an Authentication Success message to the TE to inform about the possibility to transfer data.
· Once the TE has enabled the TEI, the datapath is established and allows for forwarding user data between the terminal and the access router.
[bookmark: _Toc499632904]Datapath relocation
Various versions exist for the relocation of the datapath due to a handover from one NA to another NA.
In the case of break-before-make, the TE terminates the connectivity to its current NA, searches through Network Discovery and Selection for a more appropriate NA, and establishes the datapath across the new NA. In this case, the datapath relocation is essentially a datapath teardown followed by a datapath establishment.
Make-before-break describes a procedure that allows the TE to leverage the current datapath connectivity to prepare for the preparation of handover and to immediately use the prepared datapath when the association changes to the new NA. The following figure shows the make-before-break procedure.
[image: ]
· Datapath relocation
· In the case of make-before-break, the TE uses the established datapath to communicate with the new NA. The TE sends the indication that it would like to handover to the new NA by an HO request message over the established datapath to the new NA.
· The new NA informs the ANC about the request of a TE to relocate its attachment to the new NA.
· The ANC arranges for BH connectivity for such TE to the new NA.
· The ANC sends the configuration information for the TE to the new NA. With this information, the NA can pre-install and pre-activate the datapath for the TE
· Once the preparation is completed, the new NA informs the TE about the possibility to handover immediately.
80 The TE informs its current NA about the end of its attachment.
· The TE informs the new NA that the attachment moved to the new NA and the datapath is reestablished over the new NA.
[bookmark: _Toc499632905]Datapath teardown
When a TE has terminated its connectivity to an access network, the access network tears down the datapath and releases the allocated resources.
[image: ]
· Datapath teardown
· When a TE intends to terminate its service, it sends a detach message to the NA, to inform the NA about the end of the connectivity.
· The NA informs the ANC about the end of the connectivity of the TE.
· The ANC instructs the NA to remove the connectivity for the TE and to release the allocated resources.
· Once the NA has terminated the connectivity and the remaining data frames have been delivered, the ANC informs the BH about the termination of the service for the TE and requests the removal of the configuration and the release of the allocated resources.
· Thereafter the ANC indicates to the SS that the service for the TE has been terminated.
88 The SS informs the AR to remove the configuration for the TE and to release the allocated resources.
[bookmark: _Toc499632906]Mapping to IEEE 802 technologies
The following table provides IEEE 802 technology-specific attributes for the datapath configuration.
· IEEE 802 technology-specific attributes for datapath configuration
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	· Basic assumptions
	30.2.2
	IEEE 802.16
	

	QoS - diffserv
	IEEE 802.1Q
Clause 36 (PFC)
	
	· Terminal interface (TEI)
	Backhaul

	5.2.4.4
	IEEE 802.1Q
Clause 8.6.3
	· LIST of protocols to manage interfaces
	Clause 11.13
	procedures

	dot11TransmittedOctetsInAMSDUCount (Counter64),
	The identity of the NA is given through its MAC address.
	IEEE 802.1Q
Clause 6.5
	Descriptions and messages
	Clause 11.13

	After instantiation by the infrastructure provider, the access network initializes its operation, establishes the control connections toward subscription services and access routers, and gets ready for serving terminals.
	IEEE 802.1AE
	MIB modules
	Clause 7
	Clause 8

	MAC Service
	Clause 4
	Annex K
	Clause 6.3
	Clause 7.6

	MAC Mgmt.
	Clause 5.2.2
	Clause 6.3
	wmanIf2BsPm
	In the case that a TE has an active session with an access network and that the TE desires to move its connection from on NA of the AN to another NA of the same AN, the process can be sped up by allowing the AN to move the session context to the new NA. The TE can indicate the possibility of the context transfer by using reassociation as a special form of the association messaging, or by inclusion of the information about the serving NA into the initial association message to the target NA. In this case the access network can relocate the MAC layer connection from serving NA to target NA together with moving the existing session context to the target NA.



[bookmark: _Toc499632907]Authorization, QoS, and policy control
[bookmark: _Toc499632908]Introduction
The functional description of authorization, QoS, and policy control has several aspects to address:
· QoS models supported by IEEE 802
· Repository of QoS and policy parameters
· QoS policy control architecture
The following sections describe each of the aspects mentioned above.
[bookmark: _Toc499632909]QoS models supported by IEEE 802
IEEE 802 supports both prioritization of packets and resource reservation on communication links. These approaches are denoted in the IP domain as diffserv and intserv, respectively. As QoS mainly depends on packet forwarding behavior across networks, the IEEE 802.1Q specification on bridging provides the foundations for QoS and policy control in IEEE 802 technologies. Part of the IEEE 802 specification are the priority marking of packets, which was initially introduced by IEEE 802.1p, as well as the resource reservation for particular service streams, which is supported by the Resource Reservation Protocol and was introduced into IEEE 802.1Q by IEEE 802.1Qat. Both methods are widely supported in IEEE 802 technologies. An even stricter and more powerful method was recently introduced by IEEE 802.3br, which provides means for even tighter control of jitter and transmission delays for real time data.
Highest level of control of traffic passing through IEEE 802 networks is provided by the means of time sensitive networking, comprising tight time synchronization among the end stations and bridges, traffic shaping at the ingress port of the forwarding infrastructure, dedicated path control and other means to increase reliability, as well as protocols for strict reservations of forwarding capabilities at bridges.
Also, the IEEE 802 radio technologies support both the diffserv and the intserv QoS model. The technologies operating in unlicensed spectrum mainly deploy the diffserv model, as it is not feasible to guarantee transmission of data over spectrum that is not under full control and can be blocked by some other radio device at any time.
IEEE 802.11 was amended by comprehensive diffserv-based QoS support through IEEE 802.11e. As resource reservation is difficult in unlicensed spectrum, only the diffserv based EDCF is nowadays widely used in equipment.
IEEE 802.16, which is designed for operation in licensed spectrum, supports 5 different data delivery service, not only following the diffserv model, but also providing the capabilities to reserve fixed bandwidth for particular service flows. As IEEE 802.22 inherits most of the MAC from IEEE 802.16, it also provides the QoS capabilities of IEEE 802.16.
[bookmark: _Toc499632910]Repository of QoS settings and policy parameters
Another aspect for consideration is the repository of the QoS settings and policy parameters. As provisioning of QoS is tightly coupled with the subscription, the obvious location for the repository is the subscription service. Providing subscribers individually assigned QoS profiles in the native task of the authorization signaling during session establishment. However, the subscription service provides authorization not only at the beginning of a session, it has the possibility to change authorization parameters also during a session by invoking a change of authorization.
Aside of provisioning of QoS configurations out of the authorization information delivered by the SS at the successful end of the authentication procedure, QoS settings can also be requested through R8 from the TE, and R9 from the AR. QoS requests from the endstations are subject of QoS policy control according to the rules delivered by SS to guarantee that configured QoS behavior is within the capabilities and limitations specified in the subscription.
Configuration of TSN streams and forwarding as defined within IEEE 802.1Qcc can be performed either from the end-stations or centrally through a database. Both models are supported by this specification
[bookmark: _Toc499632911]QoS policy control architecture and mapping to the NRM
The architecture of QoS policy control in this specification for IEEE 802 access network follows the common approach of distributing the storage of the policies in a dedicated policy repository, processing the resource demands against the policy rules in a policy decision point, and enforcing the QoS settings at the various network elements through policy enforcement points. The following Generic policy control architecture shows the generic policy control architecture applied in this specification.
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· [bookmark: RTF36373538333a204669675469]Generic policy control architecture
The generic architecture can be easily mapped to the NRM, as the entities of the policy control architecture have clear relations to entities of the Network Reference Model..
[image: ]
Figure 2- Mapping of policy control architecture to NRM
The following mappings can be applied:
· The policy data base resides in the subscription service.
· The policy decision point is part of the access network control.
· The policy enforcement points are the node of attachment as well as the backhaul.
· Resource requests are forwarded either from the terminal control over R8 or the access router control over R9 to the policy decision in the ANC.
[bookmark: _Toc499632912]TSN control architecture and mapping to the NRM
The IEEE 802.1Qcc introduced three different management models for configuration of TSN streams. The models differ in the way, how user and network configuration information is stored and forwarded between the network elements and end-stations. Either centralized or distributed models are foreseen. A User/Network Interface (UNI) is defined for allowing the user side, which is either a talker or a listener, to exchange TSN stream configuration values with the adjacent Bridge in the network. The defined models are:
· Distributed TSN configuration model
End stations (i.e. Talkers and Listeners) communicate the user requirements directly over the TSN user/network protocol. The network is configured in a fully distributed manner without a centralized network configuration entity. TSN user/network configuration information is propagated along the active topology for the Stream (i.e. Bridges in the tree from Talker to Listeners). Bridge’s resources are effectively managed locally without knowledge of the entire network.
This model fundamentally differs from the network management model used in this specification, that assumes that a central control of resources in the Bridges of the network exists.

· Centralized network / distributed user model
More complex TSN use cases benefit from a complete knowledge of all Streams in the network, which is stored and processed through a centralized entity. It gathers information for the entire network in order to find the best configuration. Similar to the fully distributed model the end stations communicate their Talker/Listener requirements directly over the TSN UNI. The CNC has a complete view of the physical topology of the network, as well as the capabilities of each Bridge. This enables the CNC to centralize complex computations.
[image: ]
Figure 3 - Centralized network /distributed user
The edge Bridges are configured as proxy, transferring Talker/Listener information directly between the edge Bridge and the CNC, rather than propagate the information to the interior of the network. However, the configuration information is directed to/from a Centralized Network Configuration (CNC) entity. All configuration of Bridges for TSN Streams is performed by this CNC using a network management protocol

· Fully centralized TSN configuration model
Many TSN use cases require significant user configuration in the end stations that act as Talkers and Listeners. The fully centralized model enables a Centralized User Configuration (CUC) entity to discover end stations, retrieve end station capabilities and user requirements, and configure TSN features in end stations.
[image: ]
Figure 4 - Fully centralized TSN configuration
All user requirements are exchanged between the CNC and CUC, locating the TSN UNI between the CNC and CUC. 
Out of the three configuration models introduced through IEEE 802.1Qcc, the fully centralized TSN configuration model, as well as the centralized network / distributed user configuration model can be well mapped to the NRM. In the NRM, the Listener / Talker reside in the TE or AR, respectively, and according to the direction of the stream. Both, the NA as well as the BH can be TSN enabled through implementation of TSN forwarding functions in the Bridges residing in the data path. The UNI for exchange of stream configuration information is defined through R8 towards the Listener/Talker in the TE, and through R9 towards the Listener / Talker in the AR. The centralized network configuration resides mainly in the ANC with default configurations delivered through the NMS during network initialization. For the case of centralized user configuration, the CUC is located in the Subscribtion Service.
[image: ]
Figure 5 - Mapping of TSN configuration to NRM
For TSN capabilities User/Network Configuration parameters are embedded in the messages and are propagated as part of the QoS control messaging across the reference points.
[bookmark: _Toc499632913]Roles and identifiers
[bookmark: _Toc499632914]Service flow
The service flow is the basic means of QoS policy control. It defines a traffic forwarding class with defined QoS parameters, which is uniquely identified by an ServiceFlow-ID.
For time sensitive networking, service flows are denoted as ‘Streams’ starting at a ‘Talker’ and ending at a ‘Listener’. Talker and listener are end stations in the notation of IEEE 802 networking and are represented by Terminal and Access Router in this specification.
User datagrams can be assigned to Service Flows by filtering rules, which allows network elements to preferably process some user datagrams against some others.
Service Flows have operational states:
· Provisioned: Service flow parameters are provided by subscription service
· Permitted: Requested service flow parameters fit to allowed range defined by authorization
· Active: service flow is established in network elements
Service Flows can be either static over a session or dynamic
· Static flows keep same behavior throughout a session
· Dynamic flows change behavior during a session
Identifier: ServiceFlow-ID
[bookmark: _Toc499632916]Subscription
The subscription contains user-specific QoS policy information, which consists of the permitted QoS parameters and some other information about the applicability of the policies.
Identifier: Subscription-ID
[bookmark: _Toc499632918]Subscription service (SS)
The subscription service acts as repository of QoS policies. It provides the QoS policies to the access network at the beginning of sessions and initiates policy changes during sessions if there is need for it, e.g., by expiring service credits.
The subscription service also provides the QoS parameters of the default service flow, which is established at connection establishment.
Identifier: seeSection  REF  RTF38343231393a2048322c312e \hError! Reference source not found.
[bookmark: _Toc499632920]Access network control (ANC)
The access network control contains the policy decision point, which decides about assignment of QoS settings to service flows based on available resources, the QoS policies provided by the subscription service, and the demands for additional service flows or changes to service flow parameters coming from either the terminal control or the access router control.
Identifier: see Section  REF  RTF38343231393a2048322c312e \hError! Reference source not found.
[bookmark: _Toc499632922]Node of attachment and backhaul (NA, BH)
Node of attachment and backhaul are the network elements enforcing the QoS parameters to the user datagrams traversing the datapath. They both act as policy enforcement points.
Identifier: see Section  REF  RTF38343231393a2048322c312e \hError! Reference source not found.
[bookmark: _Toc499632924]Terminal control and access router control (TEC, ARC)
Terminal control and access router control are the entities requesting the establishment of new service flows during ongoing sessions, or for the change of QoS parameters of active service flows. They negotiate with the ANC whether the resource requests are permitted.
Identifier: see Section  REF  RTF38343231393a2048322c312e \hError! Reference source not found.
[bookmark: _Toc499632926]Use cases
[bookmark: _Toc499632927]QoS policy provisioning to AN control
The initial use case is the provisioning of the subscription-specific QoS policy to the policy decision point at session begin, which is denoted as authorization in the AAA procedures.
[bookmark: _Toc499632928]Default service flow creation, modification, and deletion
The default service flow is the initial service flow established by the access network to initiate communication between terminal and access router. This default service flow has to be established at session begin, and has to be teared down as last service flow at the session end. It is possible, but not very common, to change the QoS parameters of the default service flow during an ongoing session.
[bookmark: _Toc499632929]Change of authorization by subscription service
The subscription service has the possibility to change the authorization for a particular subscription and terminal at any time during a session. Such change may be required, when service periods or service credits for a particular subscription expire.
[bookmark: _Toc499632930]Access router initiated service flow creation, modification, and deletion
Access router control can request the establishment of new service flows, the change of the QoS parameters of existing service flows, or the termination of service flows, when the service flow is not required anymore. The ARC forwards the request for creation, modification, or deletion to the policy decision point in the ANC.
[bookmark: _Toc499632931]Terminal initiated service flow creation, modification, and deletion
Terminal control can request as well the establishment of new service flows, the change of the QoS parameters of existing service flows, or the termination of service flows, when the service flow is not required anymore. The TEC forwards the request for creation, modification, or deletion to the policy decision point in the ANC.
[bookmark: _Toc499632932]Functional requirements
The following requirements apply to the QoS policy control:
· QoS policy control should support subscriber-specific QoS parameters.
· QoS policy control should allow for both intserv, and diffserv as well as TSN QoS models.
· QoS policy control should support static and dynamic service flows.
· QoS policy control should allow subscription service to change active service flows.
· QoS policy control should allow for dynamic service flow creation on request from terminal or access router.
· QoS policy control should create static service flows based on the authorization information delivered in the admission accept message.
· QoS policy control should be able to handle any number of terminals, any number of access routers, and any number of subscription services.
· QoS policy control should support the resource reservation protocols specified by IEEE 802.
[bookmark: _Toc499632933]QoS policy-specific attributes
[bookmark: _Toc499632934]Service flow parameters
· Datagram filter
· Priority
· Bandwidth
· Delay
· Jitter
[bookmark: _Toc499632935]Policy rules
· Traffic specification
· Priority
· Usage limits (time, volume, delay)
[bookmark: _Toc499632936]QoS policy control-specific basic functions
[bookmark: _Toc499632937]Provisioning of authorization information to policy decision point at session begin
The subscription service provides at session begin the authorization information through the AAA protocol to the ANC, which contains the policy decision point.
[bookmark: _Toc499632938]Change of authorization during session
During an ongoing session, the subscription service can update the authorization by issuing a change of authorization, which is a function of the AAA protocol. The new authorization will be immediately applied by the policy decision point, and when the new authorization does not permit for ongoing service flows, such service flows are either terminated or modified to the new authorization.
[bookmark: _Toc499632939]Provisioning of QoS parameters to policy enforcement points
The policy decision point in the ANC derives from authorization and resource requests the QoS-related configuration parameters for both the NA and BH, and forwards the parameters over R5 and R7, respectively.
[bookmark: _Toc499632940]Request of service flow by terminal
When required, the terminal control can request the allocation of new service flows, modification of QoS parameters for active service flows, or termination of service flows not needed anymore by issuing a Resource Request to the policy decision point in the ANC.
[bookmark: _Toc499632941]Request of service flow by access router
When required, the access router control can request the allocation of new service flows, modification of QoS parameters for active service flows, or termination of service flows not needed anymore by issuing a resource request to the policy decision point in the ANC.
[bookmark: _Toc499632942]Detailed procedures
[bookmark: _Toc499632943]Pre-provisioned service flow establishment
The user-specific QoS policy is passed to ANC from SS during the authorization process, together with the information about pre-provisioned service flows (SF), such as the number of pre-provisioned service flows and the relative QoS parameters. After that, ANC assigns SFID to each pre-provisioned service flow, and initiates the service flow establishment through sending SF registration requests to TE, NA, BH, and AR by sending datapath registration request to NA, as shown in pPre-provisioned service flow establishment procedure.
· Upon receiving the authorization of the pre-provisioned service flow, ANCrequest, NA may reject or permit the establishment based on the admission control policy toward the pre-provisioned service flows and its available resources.
· If permitted, the service flow will be attached to a datapath (DP), and ANCNA will send SF addition registration requests to TE, NA, BH, and AR including the permitted QoS parameters. If these parameters are accepted by the entitiesTE according to theirits QoS capabilitiesy, the pre-provisioned service flow is establishedpermitted. All entitiesNA then reserves the resource and notifies ANC with datapath SF registration response  about the service flow establishment. The pre-provisioned service flow is finally activated by ANC through datapath SF registration ackACK to TE, NA, BH, and AR and SF addition ACK.
· If rejected, the entity not being able to accept the requestNA responses to ANC with the preferred QoS parameters for negotiation. In this case, ANC may adjust the QoS parameters for the pre-provisioned service flow and restart the whole procedure. If it is rejected for certain times, ANC will declare failure of the pre-provisioned service flow establishment to SS.
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· [bookmark: RTF38303038373a204669675469]Pre-provisioned service flow establishment procedure
[bookmark: _Toc499632944]Service flow initialization by terminal
[bookmark: RTF4f4c455f4c494e4b32]Terminal may initiate service flows with the preferred QoS parameters after authorization during the user session by sending service flow addition request to ANCNA. Upon receiving the request, ANCNA should reply with a service flow addition received message to TE as an immediate acknowledgment with the integrity verification, then decide to admit or reject the request based on the admission control policy.
In case of admission, NA attaches the permitted service flow to a datapath and sends datapath registration request to ANC, including the QoS parameters of the service flow and datapath ID. If the request is accepted by ANC applying the user-specific policy, it will assign SFID for the service flow and notify NA, BH, and AR with the datapath SF registration including the QoS parameters of the service flow and datapath ID. NA, BH, and AR send SF registration  response, so that NA sufficient resources are available and will be reserved resources for the accepted admitted service flows. ANCNA sends service flow addition response to TE to notify the service flow establishment.
TE should repliesy with service flow addition ack ACK, and NA ANC should  sends datapath SF registration ACK ack to confirm with NA, BH and AR, the activation of the new service flowANC.
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· Service flow initialization by terminal
[bookmark: _Toc499632945]Service flow initialization by access router
Access router may initiate service flows with the preferred QoS parameters after authorization by sending service flow addition request to ANCBH. Upon receiving the request, ANCBH should reply with a service flow addition received message to AR as an immediate acknowledgment with the integrity verification, then decide to admit or reject the request based on the admission control policy.
In case of admission, BH attaches the permitted service flow to a datapath and sends datapath registration request to ANC, including the permitted QoS parameters of the service flow and datapath ID. If the request is accepted by ANC applying the user-specific QoS policy, it attaches the permitted service flow to a datapath, assigns a SFID for the service flow, and sends SF registration request to NA, BH, and AR, including the permitted QoS parameters of the service flow and datapath IDwill assign SFID for the service flow and notify BH with datapath registration response, so that NA, BH, and AR will reserve resources for the accepted service flows. NA, BH, and AR notify ANC with SF registration response, that the service flow can be established.  BH ANC will send service flow addition response to AR to notify the service flow establishment.
AR should reply service flow addition ACKack, and BH ANC should will send datapath SF registration ack to TE, NA and BH ACK to confirm addition of the service flowwith ANC.
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· Fig. 34 Service flow initialization by access router
[bookmark: _Toc499632946]Service flow modification by terminal
Terminal can modify the ongoing service flows by sending service flow change request to ANC NA, including the modified QoS parameter and the specified service flow. Upon receiving the request, NA ANC should reply with a service flow change received message to TE as an immediate acknowledgment with the integrity verification, then decide to admit or reject the request based on the admission control policy.
In case of admission, NA sends datapath modification request to ANC, including the permitted modification on the QoS parameter. If the request is accepted by ANC applying the user-specific QoS policy, ANC sends SF modification request to NA, BH, and AR, including the permitted modification on the QoS parameter. NA, BH and AR will verify that the modification can be accomplished and change the reserved resources for the service flow. NA, BH, and ARit will send datapath SF modification response to NA ANC as a confirmation. And then, NA should change the reserved resources for the service flows, andWhen ANC received confirmation from all involved entities, it sends service flowSF change response to TE to notify the modification.
TE should reply service flowSF change ACKack, and NA ANC should will send datapath SF modification ACK ack to NA, BH, and AR to confirm the activation of the new parameterswith ANC.
[image: ][image: ]
· Service flow modification by terminal
[bookmark: _Toc499632947]Service flow termination by terminal
Terminal can terminate the ongoing service flows by sending service flow delete request to NAANC, including information of the service flows to be terminated. Upon receiving the request, NA ANC should reply with a service flow delete response to TE indicating that the resource reserved for the specified service flow has been found and the owner has been verified, and send datapath SF de-registration request to ANC NA, BH, and AR including the relative related information about service flow and datapath. ANC The entities then removesdeactivate the specified service flow, terminates the accounting, and replyies with a datapath de-registration response to NA ANC indicating that the service flow has been set to inactivesuccessfully removed.
[bookmark: _GoBack]NA ANC will then finally release the reserved resources and force the , deletion ofe the service flow throughs, and sending data-pathSF de-registration ackACK to ANCNA, BH, and AR.
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· Service flow termination by terminal
[bookmark: _Toc499632948]Change of authorization by subscription service
SS can change the QoS policies of a specific user by sending the authorization change request to ANC. Upon receiving the request, ANC should update the QoS policies specified to the users, and initiate deletion and modification on the related service flows which may conflict with the new QoS policies.
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· Change of authorization by subscription service
While the generic QoS policy control architecture is applicable to all IEEE 802 access technologies, differences exist in the capabilities of the access technologies in supporting various QoS models and parameters. In the introduction to this chapter, main differences between IEEE 802 technologies were already mentioned. The followingis section provides more details about the capabilities of the IEEE 802 technologies to support the concepts presented above.
[bookmark: _Toc499632949]Mapping to IEEE 802 technologies
While the generic QoS policy control architecture is applicable to all the IEEE 802 access technologies, differences exist in the capabilities of the access technologies in supporting various QoS models and parameters. In the introduction to this chapter, main differences between IEEE 802 technologies were already mentioned. This section provides more details about the capabilities of the IEEE 802 technologies to support the concepts presented above.
All IEEE 802 technologies support the divserv QoS model; some of the technologies also support an intserv QoS model with strict reservation of resources for particular service streams.
The following table provides references to the QoS-related sections of IEEE 802 technologies.
	
	· Basic assumptions
	30.2.2
	IEEE 802.16
	

	QoS - diffserv
	IEEE 802.1Q
Clause 36 (PFC)
	
	· Terminal interface (TEI)
	Backhaul

	The terminal control provides the target configuration for the connection setup toward the NA, potentially derived and adjusted from messaging during the network discovery and selection phase.
	IEEE 802.1Q
Clause 35 (SRP)
	Clause 10.2.4.
(HCCA)
	Clause 6.3.5
(UGS)
	common procedures 

	The identity of the NA is given through its MAC address.
	IEEE 802.1Q
Clause 6.5
	Descriptions and messages
	Clause 11.13
In case of reassociation of a terminal moving from one NA to another NA, the ANC may provide session context from the previous NA to the target NA to avoid lengthy renegotiations of session parameters.
	
Clause 13.1 for MIB definitions

	Traffic stream
	IEEE 802.1Q
Clause 8.6.6-8
Clause 35.2.2.8.4
	Clause 11.4
Annex K
	13.1.3
	Allocated resources can be released during the runtime of the access network. It is possible to completely remove an access network by first terminating service to terminals; then tearing down the control connections to NMSs, SSs, and ARs; and finally releasing all resources through instructing the orchestrator of the Infrastructure Provider to dissolve the access network instance.

	QoS mgmt
	IEEE 802.1Q
Clause 35.2.3
Clause 36.1.2
	wmanIf2BsOctetCount)
	· Protocol+port
	(reference to to IEEE Std 802.3.1-2011 Clause C.1)
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Figure 46—Datapath teardown
1) When a TE intends to terminate its service, it sends a detach message to the NA, to inform the NA 



about the end of the connectivity.
2) The NA informs the ANC about the end of the connectivity of the TE.
3) The ANC instructs the NA to remove the connectivity for the TE and to release the allocated 



resources.
4) Once the NA has terminated the connectivity and the remaining data frames have been delivered, the 



ANC informs the BH about the termination of the service for the TE and requests the removal of the 
configuration and the release of the allocated resources.



5) Thereafter the ANC indicates to the SS that the service for the TE has been terminated.
6) The SS informs the AR to remove the configuration for the TE and to release the allocated 



resources.



7.5.8 Mapping to IEEE 802 technologies



The following table provides IEEE 802 technology-specific attributes for the datapath configuration.



Table 6—IEEE 802 technology-specific attributes for datapath configuration



7.6 Authorization, QoS, and policy control



7.6.1 Introduction



The functional description of authorization, QoS, and policy control has several aspects to address:
— QoS models supported by IEEE 802



IEEE 802.3 IEEE 802.11 IEEE 802.16 IEEE 802.22
Encapsulation Clause 3 (EPD) Annex H, M 



(LPD)
Clause 5.2 
(Packet-CS)



Clause 6 
(Packet-CS)



Datapath forwarding IEEE 802.1Q 
Clause 8.6.3



- Clause 11.13 Clause 7.7.8.9



VLAN IEEE 802.1Q 
Clause 7



- Yes, ETH-CS Yes, ETH-CS



Security IEEE 802.1AE Clause 12 Clause 7 Clause 8
MAC Service Clause 4 Clause 5 Clause 6.3 Clause 7.6
MAC Mgmt. Clause 5.2.2 Clause 6.3 Clause 14.2 Clause 7.7



2436



2437



2438



2439



2440



2441



2442



2443



2444



2445



2446



2447



2448



2449



2450



2451



2452



2453



2454



2455



2456











image16.wmf

image17.png
TEC [Ie.. 1.

TEI

TE




image18.png
Centalized
Network
onfiguration





image19.png
Centralized

Configuration

Listeners. Talkers




image20.png
I

ser/Nefworl
Configuration
Info

entralized
User
Configuratiol

ser/Network
Configuration
Info

entralized
Network
Configuratiol

Listener/Talker

TSN Bridge

B B — —FH

TSN Bridges

Listener/Talker




image21.png
TE NA BH ANC AR

" IAUTHENTICATION

vy

Access accept

[“Wr authorization

1 i SF registration re:
<SF registration req |(SF registration reqlSF registration req | registration req)

istrati istrati |SF registration rsp |
SF registration rsp [SF registration rsp SF registration rs

F registrati SF registration ac
SF registration ack | SF registration ack registration ack |SF registration ack |

==





image22.wmf

image23.png
TE

NA BH

SF addition req

Authorization

le SF addition rvd

le SF addition rsp

| SF registration req |SF redistration req, SF registration re
SF registration rsp | SF registration rs SF registration rs

SF addition ack

§Fr99istration ack | SF registration ack SF registration ack

»|

=





image24.wmf

image25.png
TE

NA

<SF registration req

| SF registration req |SF registration req

BH ANC AR

€

SF registration rsp

SF registration rsp

SF registration rsp

<SF registration ack SF registration acke————————

SF esta

l 2 addilionreq |
SF addition rvd

Authorization

SF addition req

SF addition rsp
SF addition ACK





image26.wmf

image27.png
™ NA BH ANC AR ss

Authorization

SF change req
le SF change rvd

§F modification req| F modification req |SF modification re:
SF modification rsp|SF modification rs| F modification rs|

le SF change rsp
SF change ack

»|

|SF modification ack|§F modification ack SF modification ac

odified





image28.wmf

image29.png
TE

SF delete req

NA

BH ANC AR

| SF delete rsp

Authorization

§F de-registr. req

SF de-registr. re

SF de-registr. rsp

| SF de-registr, ack

F de-registr. ack

SF de-registr. rsp | SF de-registr. rs|

SF de-registr. ack





image30.wmf

image31.png
TE

NA

BH

Authorization

Authorization|change req
Authorization|change ack>





image32.wmf

image33.emf



IEEE P802.1CF/D0.6 August 2017
DRAFT RECOMMENDED PRACTICE FOR NETWORK REFERENCE MODEL AND FUNCTIONAL DESCRIPTION OF 



IEEE 802 ACCESS NETWORK



98
Copyright © 2017 IEEE. All rights reserved.



This is an unapproved IEEE Standards Draft, subject to change.



While the generic QoS policy control architecture is applicable to all IEEE 802 access technologies, 
differences exist in the capabilities of the access technologies in supporting various QoS models and 
parameters. In the introduction to this chapter, main differences between IEEE 802 technologies were 
already mentioned. This section provides more details about the capabilities of the IEEE 802 technologies to 
support the concepts presented above.



7.6.8 Mapping to IEEE 802 technologies



While the generic QoS policy control architecture is applicable to all the IEEE 802 access technologies, 
differences exist in the capabilities of the access technologies in supporting various QoS models and 
parameters. In the introduction to this chapter, main differences between IEEE 802 technologies were 
already mentioned. This section provides more details about the capabilities of the IEEE 802 technologies to 
support the concepts presented above.



All IEEE 802 technologies support the divserv QoS model; some of the technologies also support an intserv 
QoS model with strict reservation of resources for particular service streams.



The following table provides references to the QoS-related sections of IEEE 802 technologies.



7.7 Accounting and monitoring



7.7.1 Introduction



The control of network resource utilization is essential for the support of applications with special demands 
and for the prevention of malicious or accidental waste of bandwidth. Accounting intends to provide 
utilization information, based on which sharing of network resources becomes possible. Besides billing 
applications, the data about resource usage can also be used as inputs for other applications such as network 
monitoring and planning, or security analysis.



Monitoring is the process of measuring the amount and type of the traffic that is essential to the network 
management as well as various upper-layer applications. It could be implemented using either active or 
passive techniques; both are supported by IEEE 802 technologies. Active techniques are more intrusive but 
are arguably more accurate. IEEE 802.3ah specifies the loopback control OAMPDU for the sender to 
validate the state of link. Passive techniques have less network overhead and hence can run in the 
background. IEEE 802.11k defines such protocols for radio resource monitoring. For example, IEEE 
802.11k allows AP to listen or schedule an associated STA to listen to the beacons sent from other APs 
located on the same area in order to provide better access.



IEEE 802.3 IEEE 802.11 IEEE 802.16 IEEE 802.22
QoS - diffserv IEEE 802.1Q 



Clause 36 (PFC)
Clause 10.2.4 
(EDCA)



Clause 6.3.5 
(n/rtPS, BE)



Clause 7.10 
(n/rtPS, BE)



QoS - intserv IEEE 802.1Q 
Clause 35 (SRP)



Clause 10.2.4. 
(HCCA)



Clause 6.3.5 
(UGS)



Clause 7.10 
(UGS)



QoS parameters IEEE 802.1Q 
Clause 6.5



Clause 9.4.2.30 Clause 11.13
Clause 13.2 for MIB 
defintions



Clause 7.7.8.9
Clause 13.1 for MIB 
definitions



Traffic stream IEEE 802.1Q 
Clause 8.6.6-8 
Clause 35.2.2.8.4



Clause 11.4
Annex K



Clause 6.3.6 Clause 7.11



QoS mgmt IEEE 802.1Q 
Clause 35.2.3 
Clause 36.1.2



Clause 9.6.3 Clause 6.3.14 Clause 7.18
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